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Supporting the Appropriation of ERP 
Systems in SMEs: A Practice-centred 
Approach 
Philipp Rutz 
University of Siegen 
philipp.rutz@uni-siegen.de 

Abstract. Enterprise resource planning (ERP) systems are pivotal in industrial settings, 
yet often underutilised due to users’ inadequate training and understanding. Previous 
research has shown that this is to a certain extent due to current implementation 
practices of such systems, which focus on the go-live moment, rather on their continuous 
use afterwards. This research aims to address this gap by examining the ERPs 
appropriation process and designing practice-centred systems to facilitate their 
integration into work practices through facilitated training in SMEs. Drawing on a CSCW 
and business informatics perspective, this research seeks to bridge a clear gap in the 
literature through a practice-centred approach. 
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1 Introduction 
Enterprise resource planning systems (ERPs) are among the most used 
operational software applications in industrial settings. ERPs are configurable 
software packages or multi-module software applications used to plan and control 
resources in a company (Xu et al., 2008). As they are complex systems, they are 
often not completely understood by their users and, consequentially, not used to 
their full potential, as demonstrated in the literature (Iskanius, 2009; Ben Laadar 
et al., 2019; Maas et al., 2014). This under usage often stems from limited system 
knowledge which, in many cases, lead to workarounds like using other tools, like 
Excel to accomplish things that could be accomplish from the ERP system itself 
(Rutz et al., 2023). This lack of knowledge, as this research suggests, often results 
from flawed training in the introduction phase and an absence of organised 
knowledge and expertise sharing (KES) during the usage phase therefore practice-
centred digital support systems could be useful to facilitate these phases and 
enable users to overcome the hurdles that exists due to the SME context and the 
complexity of ERPs. 

This research sets out to examine the appropriation process of ERPs and based 
on the findings design technologies to support the integration of ERPs into users 
work practices and facilitate the appropriation process in SMEs. Therefore, it 
proposes to shed light towards the following research questions: 

• To what extent does current training processes contribute to the 
integration and appropriation of ERPs to work practices of SME 
workers? 

• How can sustainable KES support the training of ERPs in SMEs? 
• In what ways can digital technologies facilitate the introduction and 

appropriation of ERPs in the workplace? 
• What should be observed in the design of such technologies so that 

they do not clash with the work practices of ERP users? 
ERPs are highly cooperative systems and therefore present cases for many 

fundamental challenges in CSCW like high division of labour and articulation of 
cooperative work (Schmidt, 1994).Therefor this research connects to the 
established concepts in CSCW, like knowledge and expertise sharing (Ackerman 
et al., 2013; De Carvalho et al., 2018) and knowledge infrastructures (Karasti et 
al., 2010), and applies them, together with concepts from business informatics 
like critical success factors (Leyh, 2014), on the topic of ERPs which is 
underrepresented in CSCW (Valdebenito and Quelopana, 2018). It will focus on 
both sides of the documentation process to support the recipients as well as the 
data curators (Candello et al., 2022). In the following I will give insights into the 
chosen methodological approach and present the findings that emerged as to date 
followed by the current plan for future steps.  
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2 Research Context and Methodology 
This research takes place within a governmental funded research project. The goal 
of the project is to use KES approaches for a more sustainable implementation 
and usage of ERPs with the aim to achieve a higher usage intensity. The projects 
consist of the university and four project partners spread over two industries; all 
partners are German SMEs. In each industry there is one ERPs consulting 
company and an ERPs application company. The two industries addressed in this 
study are from the metalworking and the beverage wholesale branches. 

In general, the research design adopted is built upon the Design Case Study 
(DCS) framework proposed by Wulf et al. (2011). The framework consists of 
three phases that take place in the course of one design cycle. The cycle starts 
with the pre-study in which empirical methods are conducted to gather findings 
trough the analysis of the material. Based on these findings solutions and 
technologies are designed which are then evaluated in practice in the third phase 
the appropriation phase. 

The contextual study carried out for the pre-study featured participants from 
different occupational roles to get a broader understanding of the underlying 
issues and get a deeper insight into the practices of members of the target group. 
This study brought together a wide range of stakeholders, spanning consultants, 
hot-line staff, project manager, key-users, end-users, and IT staff. This diversity 
allows for different perspectives to illuminate the research problem. 

For data collection purposes, a combination of interviews, questionnaires, 
workshops and observations have been used. For the data analysis, the research 
has used Braun and Clarke’s approach to thematic analysis (Clarke and Braun, 
2017). 

Following the analysis of the empirical data collected in the contextual study, I 
engage in a series of design activities concentrating on the training of ERPs. 
These activities led to the design a practice-centred e-learning platform for ERPs 
and involved interviews, observations and workshops with participants from the 
partner companies. 

The appropriation study phase is currently ongoing in the two industries of the 
research project. Different use-cases were selected in which the designed 
prototypes could be tested in the field by the end-users. The two main use-cases 
will be described in more detail in the ongoing work section. 

3 Findings 
In this section, some findings concerning the contextual study carried out as part 
of the pre-study phase of the DCS framework are introduced. These findings are 
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the basis for the design of the practice-centred solution to address the research 
problem outlined above. 

3.1 Issues of Implementing and Using ERPs in SMEs 

During the contextual study it has been carried out in this research, observed the 
problematic ways in which ERPs are introduced in SMEs which leads to long 
term issues in the usage phase (Rutz et al., 2023). The findings stemming from 
the contextual study suggest that in German SMEs workers are often seen as jack 
of all trades, i.e., they are expected to work in different roles due to small 
departments and a lower degree of division of labour compared to bigger 
companies. These workers are knowledgeable about assorted work processes due 
to their engagement in various tasks, which in turn results in higher workloads. 

Because of their extensive knowledge on work processes, they are often 
chosen as key-users for ERPs implementation projects to help to shape the system 
to the company’s needs. Although the findings coming out of the contextual study 
show that ERPs consultants and ERPs selection consultants recommend choosing 
key-users based on various criteria, in practice they often get chosen by 
circumstances. This becomes even more problematic because, despite the fact that 
the introduction of ERPs is not a trivial task for key-users, demanding 
engagement and a high workload, key-users receive seldom support or dedicated 
time to deal with their implementation tasks. 

Key-users not only have the role to shape the ERPs to the needs of their 
company but are also expected to teach the ERPs to their colleagues in 
preparation of the usage phase. Because of that, they usually receive special 
training. Nevertheless, the empirical findings gathered so far suggest that these 
training sessions are often unsatisfactory in regard to how they are conducted and 
how they are timed. Through the contextual study, it became clear that, both the 
consultancy companies as well as the application companies often put too less 
effort and value on training. Professional training usually only takes place during 
the implementation phase. 

Furthermore, although ERPs are often used for long periods in which things 
like fluctuation happen, additional training for old or new employees is seldom 
conducted during the usage phase. Additionally, the findings of this research 
suggests that, when users receive training, they only have the time to engage with 
the learning content in the payed training which happen mostly in on-site full day 
events. Therefore, in these events trainers put as much content as possible. This, 
the findings suggest, leads to a lower level of ERP knowledge among the key-
users than what is required. This low knowledge level is perpetuated in chain, as 
the key-users are the ones supposed to share the acquired knowledge with the 
end-users also through training. 
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To counteract the key-users have to rely on the documentation provided by 
ERP vendors. The findings indicate that this documentation is often useless 
because it often is highly technical and kept very generic although a customised 
and process-oriented documentation would be required. Therefore, when facing a 
problem with ERPs, users try to turn to direct colleagues for help instead of the 
documentation. If they can’t help the users often try to find solutions on their own 
through trial and error or use workaround outside of the ERPs. 

The findings presented above demonstrate how the implementation of ERPs is 
a knowledge intensive process. Knowledge has to pass through these different 
actors which bears a risk of it being altered or reduced which then can lead to a 
lower ERP system knowledge. To mitigate these effects, a KES oriented ERPs 
implementation model have been designed, taking account of these issues. The 
KES can arguably lead to a more sustainable ERPs implementation. 

3.2 Complications from Work Practices 

Because users usually do not have the time to learn this content after the training 
takes place most of the learning content gets lost in this process and users have to 
rely on flawed documentation. The research conducted suggest that to solve this 
conundrum, not only the initial training should be taken into consideration, but 
also the KES happening place in everyday work. The findings of this research 
indicate that knowledge owners often face high amount of articulation work since 
they have to teach their knowledge to new employees and help colleagues with 
their issues with the ERP system. The study showed that they therefore started to 
implement systems on their own like group-chats with self-produced how-to 
videos to reduce the articulation work. 

4 Ongoing Work 
Based on the findings of the contextual study carried out in the context of the pre-
study, a prototype for a practice-centred e-learning tool has been designed: 
CoursERP. The prototype features a tree-like structure to visualise distinct 
learning units similar to skill trees in video games. These learning trees should 
give users the possibility to learn ERPs in a didactically organised manner if they 
do not receive proper training but also should support classical training by 
organising the phases before and after the training. Lastly it should also be a tool 
for experienced workers to freshen their knowledge and close potential 
knowledge gaps. 

To assess the extent to what this demonstrator can be appropriated by SME 
workers, different use cases have been outlined for the appropriation studies. 
Currently the prototype is implemented in the two application companies to 
examine how the demonstrator is used in practice. Since it is not possible to 



 6 

implement all ERP knowledge directly, it has been decided that CoursERP would 
for specific use cases which will be explained in the following. 

4.1 Training of Market Employees: The Beverage Industry Case 

The participating company from the beverage industry, a beverage wholesaler, 
has the issue of high fluctuation in their market staff which leads to high amount 
of articulation work for the market managers due to on-the-job training. 
Therefore, a learning tree has been developed together with market managers for 
new employees to give them the possibility to learn on their own and, therefore, 
reduce the workload for market managers. Since in the markets itself there are not 
enough computers to learn, CoursERP has been made available to them via 
tablets so that they can learn as close to their practice as possible. 

4.2 Distribution of Post training Materials and Exercises: The Case 
of the Metal-Working Industry 

The project partner from the metal industry is currently in the implementation 
phase of a new ERPs and close to its go live. Therefore, many training are being 
conducted. To support these training and give the users to enable learning the 
ERPs after they received training at an event in a guided way, CoursERP should 
be used as a platform to distribute the learning materials and give the users tasks 
to help them memorise the learned content. 

4.3 E-Learning Platform for ERP Seminars 

In addition to the two industry use cases the demonstrator was implemented as a 
teaching platform for a practice oriented ERP seminar. Based on the findings of 
the studies carried out as part of this research, a practice-oriented ERP seminar 
was designed and CoursERP was used as a platform for students to receive the 
learning materials and to help them learn the content using the didactic path. 

5 Future Work 
Based on the proposed use cases, a series of additional appropriation studies will 
be conducted with the goal to observe to what extend the system supports the 
users in their goal to appropriate ERPs and to further develop the tool based on 
the findings stemming from the analysis of the appropriation study. 
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Analysing and Visualising the Rhythms 
and Flows of Hybrid Work 
Jennifer Gerbl 
Center for Enterprise Information Research, University of Koblenz, Germany 
jgerbl@uni-koblenz.de 

Abstract. Following the COVID-19 pandemic, there has been a growth in hybrid work 
arrangements in organisations. With this greater flexibility, hybrid workgroups face the 
challenge of increasingly complex levels of coordination, communication, and articulation 
work to organise the flow of work. To understand how these recent transformations shape 
the ways in which collaborative joint work takes place, the aim of this research is to provide 
more contextual analyses and rich visualisations of the rhythms and flows of joint work for 
hybrid workgroups. The exploratory study investigates the flow of synchronous work, the 
work locations and how the composition of workgroup members influences the daily work 
organisation. It explores the complex assemblages of people, technologies, and work 
contexts with a focus on the transitions between physical and digital workspaces. This 
requires novel methods capable of providing contextual richness over a long period. 
Hence, one aspect of this work is to address the methodological challenge of combining 
rich ethnographic data and methods with the scale of digital trace data analytics and 
computational methods. A longitudinal diary study will be conducted, designed to act as a 
bridge between both approaches, which will be enriched with digital trace data from 
selected collaboration systems. 
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1. Motivation and Background 
The constant evolution in information and communication technologies in 
organisations has led to transformations and changes to the working lives of 
employees. During the COVID-19 pandemic, many employees were forced to work 
remotely, which accelerated these transformations and influenced how employees 
communicate, collaborate, coordinate and manage information (Lund et al. 2021; 
Mancl and Fraser 2020; Scharf et al. 2023; Sporsem et al. 2023). Following this, 
many companies stated that they will continue to support work from home to a 
certain extent (Allianz 2020; Siemens 2020; Šmite et al. 2023), resulting in a 
growth of diverse hybrid work arrangements and models (fixed vs. flexible, remote-
centric vs. office-centric) (Gratton 2021; Hopkins and Bardoel 2023; Smite et al. 
2023). With this greater flexibility in choosing when and where to work and which 
systems, application and tools to use, more complex assemblages of people, 
artefacts, technologies, work contexts and practices arise that are driven by regular 
switches and transitions between the physical and digital space. Consequently, this 
poses the challenges of increasingly complex levels of coordination, 
communication, and articulation work between workgroup members that are 
required to organise the flow of work within hybrid joint work (cf. Babapour Chafi 
et al. 2022; Bullinger-Hoffmann et al. 2021; Haas 2022). 

Against this background, there is a need to provide more contextual analyses 
and rich visualisations to understand these recent transformations to work practices. 
With comprehensive insights into the rhythms and flows of hybrid work researchers 
can further explore, for example, the impact of work interruptions, identify 
empirical evidence for activity-based working or investigate emerging sequences 
of coordination work and the complexity of work practices that are driven by these 
seamless transitions and handoffs in software-supported collaborative work. 

These insights provide a deeper understanding of hybrid collaborative work, 
which are needed “to sufficiently understand collaborative technology […] and to 
develop models that are in line with the variety and complexity of the systems that 
we are designing and using today” (Lee and Paine 2015, p. 183). Hence, this 
investigation will further explore this intersection between technology and work 
practices and sociotechnical change, drawing on insights from CSCW research 
(Ackerman 2000; Bullinger-Hoffmann et al. 2021; Schmidt and Bannon 2013) to 
identify and explore these new challenges, emerging work practices and new 
requirements that today’s hybrid workgroups face.  

However, to achieve this requires novel research methods that are capable of 
providing contextual richness over extended timeframes and allow for the 
identification of patterns and trends. Several studies have utilised diary methods to 
collect rich and contextual data about different aspects of work, such as task 
switching, interruptions or collaboration (Czerwinski et al. 2004; Shah and Leeder 
2016), but these studies have a narrow temporal focus. The captured data could also 
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be enriched with further data to increase the scale of the investigation, as for 
example shown by Cao et al. (2021). Hence, one aspect of this work is to address 
the methodological challenge of bridging rich ethnographic and diary study data 
with digital trace data. 

2. Research Aim and Questions 
This work seeks to understand how these recent transformations shape the ways 
that collaborative joint work takes place. Workgroups in which members regularly 
switch between different work locations, different work tasks, and synchronous and 
asynchronous collaborative work activities experience new challenges and require 
higher levels of transitions and handoffs. As a result of adaptations to different 
compositions of workgroup members and their work location, new or adapted work 
practices and patterns might emerge. Hence, the aim of this research is to provide 
rich contextual analyses of the rhythms and flows of joint work for hybrid 
workgroups. 

This involves the identification, analysis, and visualisation of the flow of 
synchronous and asynchronous work (“When are people working together 
synchronously?”) and work locations (“When do individuals work in the office, 
when at home, and where do transitions occur?”). It explores activity-based 
working as well as other patterns and trends at an individual and workgroup level 
(“Are there work activities that typically preferred to take place in the office or at 
home?”). A key element of this research is to reveal the complexities and 
influencing factors of hybrid work by exploring and visualising the complex 
assemblages of people, artefacts, technologies, work contexts, practices, and 
processes. Special attention is paid to regular switches and transitions between 
physical and digital work locations, workspaces, and collaboration tools and how 
the composition of workgroup members influences the daily work organisation.  

While this work investigates the rhythms and flows of hybrid work in general 
on a high-level, it continues with a specific focus on the flow and nature of (planned 
and spontaneous) collaborative or joint activities/meetings that take place within 
hybrid workgroups to inform synchronous work support. 

3. Methodological Approach 
With digital trace analytics researchers can follow users through traces they leave 
in collaboration systems and gain insights into how these systems are used, which 
actions they take and which artefacts people work with (cf. Lampe 2013; Mosen et 
al. 2020; Østerlund et al. 2020). One of the key benefits is the capability to handle 
the high volumes of data required to examine hybrid working holistically over a 
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long period of time. However, these non-reactive system data are descriptively thin 
(Janetzko 2017) and capture only what happens in the systems. 

In contrast, workplace studies and ethnographic methods offer nuanced insights 
into the lived experience of hybrid workgroups and the situated improvisational 
and contextual factors these workgroups are operating in (Heath and Luff 2000; 
Suchman 2006; Szymanski and Whalen 2011). However, these methods face the 
challenge of handling high volumes of data, making them less scalable.  

Thus, researchers face the challenge of having methods suitable for capturing 
and analysing large volumes of descriptively thin data as well as methods for 
capturing and analysing narrowly focused, low volumes of descriptively rich data 
and no methods for bridging between those two. 

Hence, this study aims to combine the strengths of both approaches going 
beyond the traditional methods of ethnography and digital trace analytics by 
developing alternative methods that are capable of tracing work-based activity 
across multiple spatial and temporal frames on a larger scale. 

To achieve this, a longitudinal diary study will be conducted, designed to act as 
a bridge between both approaches. This diary study is designed to capture in-depth 
contextual data across multiple spatial and temporal frames, meaning to follow 
different workgroup members who themselves transition between locations and 
work tasks over an extended timeframe. In a subsequent step the diary data will be 
enriched with digital trace data from selected collaboration systems and tools.  

The idea is to increase the scale of research by leveraging the analytical 
possibilities provided by trace analytics and computational methods as well as to 
increase the scope and richness of the workplace study by extending and enriching 
trace data with more contextual and descriptively rich data gathered by the diary 
study and further ethnographic methods, such as interviews, that can be linked to 
the data captured in the diary.  

The enriched and aggregated data set of sociotechnical sequences of 
collaborative hybrid work will then be further explored and suitable 
(computational) methods for analysing and visualising the rhythms and flows will 
be identified and developed. These visualisations and rich pictures will be the 
foundation for investigating the phenomenon of interest as outlined above.  

In essence this work is exploratory and sociotechnical in nature and follows a 
pluralistic and pragmatic approach utilising a multitude of methods. For 
interpretation and analysis this work draws on theoretical and analytical lenses from 
the disciplines of Social Informatics/Science and Technology Studies, Computer-
supported Cooperative Work and Workplace Studies. Furthermore, this research 
will draw from the emerging fields of computational ethnography and trace 
ethnography (Abramson et al. 2018; Beaulieu 2019; Geiger and Ribes 2011) for the 
development and design of the proposed novel approach that combines trace and 
ethnographic data and methods in the data collection, analysis and visualisation. 
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4. Expected Contribution 
The contribution is two-fold: Firstly, it introduces a methodological advancement 
as it is extending ethnographic data in scale and scope by extending and enriching 
it effectively with digital trace data and computational methods. This includes the 
identification, design, and development of suitable methods and a thoughtful 
composition of the captured data and methods. This poses a significant 
methodological and data integration challenge, but when successfully solved will 
provide the foundations for comprehensive analyses, interpretations, and 
theorisations on the rhythm and flow of everyday work that can be adapted for 
similar research endeavours. 

Secondly, the analysis and findings of this work contributes to the understanding 
of hybrid workgroups, the transforming and emerging work practices around 
coordination and collaboration within hybrid workgroups and the orchestrations 
and flow of hybrid work and collaborative synchronous sessions. In more detail, 
this work sheds lights on the lived experience of hybrid workgroups, provides 
empirical evidence into the sequences of (emerging) work practices involved in the 
conduction of hybrid work. Furthermore, it presents a comprehensive view of the 
complex assemblages of people, artefacts, technologies, and work contexts, 
shedding more light into the influencing factors of collaborative hybrid work and 
the transitions employees face in everyday work.  

With these insights, researchers and organisations can identify and develop ways 
to better support hybrid and distributed workgroups and inform the design of 
collaborative systems and software that specifically address the challenges faced in 
the context of hybrid work. 

5. Work/Findings to Date 
The first phase of research is a longitudinal diary study in which a workgroup 
consisting of nine members is participating. The data collection started April 2023 
and is ongoing in order to achieve a comprehensive dataset containing the data from 
at least one year. It contains daily data about the work times and work location on 
each day of work, as well as details about synchronous work activities such as 
meetings, e.g. start and end time, location, participants, or type of meeting 
(spontaneous vs. scheduled). 

An app for the data collection of the diary data is currently in development. 
Current findings already revealed that the current method of data collection via an 
Excel spreadsheet is tedious and is more error-prone over the duration of the study. 
With the help of this data collection app, we aim to overcome some limitations and 
challenges diary studies face, such as participation fatigue or recall bias (Hyers 
2018; Jarrahi et al. 2021), and improve the data quality and ease of use.  
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Besides the ongoing data collection, first ideas for rich visualisation of the 
rhythms and flows of hybrid work were developed. One example visualisation of 
the flow of meetings is shown in Figure 1. In addition to that, a first prototype of 
an interactive analysis and visualisation tool was developed to act as proof of 
concept of exploring the data and bringing the visualisation ideas to life. 

 

Figure 1: Example of one idea for visualising the flow of meetings. 

Since the majority of the diary data is captured, next steps involve running deeper 
analyses of the data to explore the flow of work, initially on a high level. There are 
many interesting aspects to investigate further, such as identifying patterns, 
transitions, or frequent handoff situations (e.g. of actors, systems, documents, 
places). While the captured data already proved itself help- and insightful on its 
own, the idea behind the diary is to act as a bridge between ethnographic data and 
digital trace data to achieve a context-rich dataset. Hence, one major step is the 
enrichment of the current data with captured digital trace data from relevant 
systems and tools.  
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Abstract. Crisis situations often led to profound professional transformations in terms of 
resources and practices. For example, COVD-19 has had major impacts on work 
environments with measures such as mandatory mask wearing, social distancing and 
containment episodes. Civil protection organizations (firefighters, emergency operations, 
healthcare) have not returned to their pre-confinement set-up since the end of the 
pandemic: their collaborative tools and professional practices (i.e. regular introduction of 
teleworking, new inter-departmental communication tools), that is their artifact ecologies, 
have evolved. My research aims to develop a better characterization of these evolutions 
by documenting and analyzing the evolutions of the ecologies of hardware and software 
artifacts of civil protection organizations, while and after the lockdown period. To achieve 
this, my study uses a qualitative research strategy based on semi-directive interviews 
and practical observations of inter-service training sessions. The lessons learnt from this 
aim at providing guidance for dealing with changes during crisis situations in the context 
of long-term cooperating organizations and their associated ecologies of artifacts. 
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1 Positioning and research questions 
The end of the COVID-19 pandemic marked the abolition of exceptional 
practices, such as the wearing of compulsory health masks and social distancing. 
To adapt to these special conditions, civil security populations (i.e. firefighters, 
emergency operations, healthcare), who always worked in close cooperation in 
the front line of a crisis situation (Linot, 2017), saw their collaborative processes, 
tools and work practices evolve in a very short time (Thirion, 2013; Chaluleau et 
al., 2022). These radical changes in the practice of the profession have left their 
mark in current times, such as widespread practice of telecommuting or the 
insertion of new means of communication. However, few studies have 
documented these changes, and none have focused specifically on the civil 
protection profession.  

Civil security organizations had to cope with lockdown while having to keep 
on their activities, combining presence on multiple changing fields, in remote 
work as well as hybrid configurations (Cormi, 2023). Therefore, their tools and 
practices of collaboration (i.e. softwares, hardwares, practical devices, remote 
work, etc.) or "artifact ecologies" had to change too. More than changing one tool 
for another, it’s often the entire ecology of artifacts, taken as the set of hardware 
and software tools that actors possess and mobilize in a practice (Lyle et al., 
2020), that has had to be reshaped to enable activities to continue.  

My research question deals with building a comprehensive and relevant 
overview of the evolution of the ecologies of artifacts of civil security 
organizations and professionals. Among the research work in CSCW and HCI 
studying artifact ecologies, this research identify different perspectives going 
from activity theories (see Bødker and Klokmose, 2011; Bødker, Lyle and Saad-
Sulonen, 2017) to distributed cognition (see Vasiliou, 2017; Blandford and 
Furniss, 2005, 2010). Drawing on related and comparative theoretical work 
(Halverson, 2002), as well as examples of application to my own artifact 
ecologies, I identified several categories and visual representations reflecting key 
dimensions of artifact ecologies and their evolution: spatial, temporal, personal, 
interpersonal and interactional. 

2 Fieldwork and methodological approach 
On the basis of these dimensions, my research approach aims at documenting the 
evolutions of the ecologies of hardware and software artifacts of civil protection 
organizations, while and after the lockdown period. I am especially interested in 
which collaborative tools have been abandoned since COVID, which are retained, 
and why. As a first stage, I have chosen to focus my research on one civil security 
organization, namely the SDIS 57 firefighters of Moselle. Containing more than 
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5.000 agents and located in Saint-Julien-lès-Metz, the SDIS 57 is responsible for 
fire prevention, protection, and control as well as protection and fight against 
other accidents, disasters and catastrophes to the assessment and prevention of 
technological or natural risks and to emergency assistance of more than a million 
residents, distributed over 6.000 km2. On the basis of a qualitative inquiry, my 
study seeks to disentangle the sociotechnical practices that have been of use, and 
those that have since been discarded, during the lockdown as well as the 
motivations behind these evolutions from the perspectives of the involved actors. 
I draw on multiple qualitative research methods from interviews to observation 
taking inspiration from Linot (2017), who worked with the same population. I 
also chose my research methods based on many user cases drew from a particular 
cooperative tool or practice study (i.e. Jung, Stolterman, Ryan, Thompson Siegel, 
2008) or a COVID-related phenomenon (i.e. Franco et al., 2021). My ambition is 
to expand the analysis to the other organizations who work in cooperation with 
SDIS57 in order to complete the interdimensional description with multiple points 
of view. 

3 Work to date and next steps 
An initial interview was conducted with the head of research and development of 
the SDIS 57 of Moselle, which enabled us to officially validate our partnership 
around this thesis, as well as to negotiate our fieldwork approach based on semi-
directive interviews with multiple stakeholders (i.e. firefighters from multiple 
SDIS, regional command centers, interdepartmental zone headquarters, health 
services, internal security forces, army, approved civil protection associations, air 
resources group, mine-clearing services, etc.) and a more exploratory observation 
of an inter-service exercise in anticipation of the 2024 Olympics. In parallel, I am 
considering the publication of a comparative theoretical article on the study of 
artifact ecologies for civil security. The next steps are to formalize and precise 
this methodology enough to create an interview guide and start interviewing the 
various actors previously mentioned while preparing the observation of inter-
service practical training from the Field Command Center, whose capture will be 
reduced to handwritten notes. I will be able to start the data collection afterwards. 

4 Expected contributions 
The lessons learnt from this study will provide guidance for dealing with changes 
during crisis situations in the context of long-term cooperating organizations and 
their associated ecologies of artifacts. I will use knowledge from the practice of 
civil security organizations to design better collaborative working tools, and even 
help independent services to work with and between themselves in the future. 
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Finally, this work proposes a theoretical perspective for visual representation of 
the changing artifact ecologies, highlighting that it is necessary to mix approaches 
to obtain a more complete and accurate vision of a collective phenomenon. 
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Abstract. The proliferation of Information and Communication Technologies (ICTs) in 
professional environments has led to an increase in communication activities, resulting in 
communication overload. This thesis seeks to address this challenge by proposing a 
socio-technical solution. Using a co-design methodology that integrates workshops, 
ethnography and interviews, the study explores workers' communication practices and 
organizational dynamics. These findings will be used to inform the system design and 
identify actionable strategies in the organization. The overall aim of this research is to 
deepen our understanding of effective solutions for improving communication practices 
and working conditions. It also aims to provide insights into interdisciplinary collaboration 
and methods for cross-disciplinary data sharing. 
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1 Introduction 
The use of information and communication technologies (ICTs) in professional 
contexts has become widespread and communication is now distributed across 
different tools, both digital and non-digital. This blending of communication 
practices requires employees to engage in articulation work, which can be 
challenging as it involves cognitive, physical, attentional and coordination efforts 
(Denis & Licoppe, 2008; Figueiredo & Lopes, 2017; Ughetto, 2018). This has 
resulted in an increase in the communicative aspect, resulting in employees being 
exposed to multiple interruptions and simultaneous activities (Ingham, 2003; 
Datchary, 2011; Bidet, 2017; Arnold et al., 2023).  

Consequently, there has been an increase in the use of digital and technological 
tools designed to enhance communication and collaboration in the workplace. 
These tools aim to simplify tasks and support employees in various activities. 
However, the rapid and frequent advancements in technology can present a 
challenge. When adopting new technological tools, it is necessary to reevaluate 
methods, processes, and organizational strategies (Bobillier Chaumon, 2020). 
This can lead to significant disruptions and disorganization in the workplace, 
which are often borne by individuals or groups. 

Regulating workplace communication overload is a significant challenge for 
companies, both in terms of efficiency and occupational health. However, the 
solutions implemented thus far have been ineffective. Both awareness-based 
recommendations and purely technical solutions are not perceived as effective 
means of improving practices (Prost & Zouinar, 2015; Salembier & Zouinar, 
2017). 

2 Research questions and methodological approach 
The objective of this thesis1 is to co-design a socio-technical solution that 
regulates communication in order to reduce communication overload among 
employees. The methodology used combines co-design workshops with 
ethnography and employee interviews. Its purpose is to serve both the 
development of new practices and the advancement of scientific knowledge 
through a dialectical reflection/action process (Sendra et al., 2022). To achieve 
this, the project adopts a participatory design approach that involves stakeholders 
in the early stages (Koskinen et al., 2011). This approach is guided by principles 
of participation, democracy, inclusion, equality, and sharing (van der Velden & 
Mörtberg, 2021). It recognizes individuals as genuine experts on their own 

 
1 This thesis is part of the interdisciplinary research project titled "VERTUOSE: Towards an infrastructure 

for communication supporting sustainable mediated communication practices." It brings together 
sociologists, computer scientists, and a psychologist. The project involves three research laboratories 
(LAAS, LISST, LIST3N) and is supported by the French National Centre for Scientific Research. 
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situations and the issues that concern them, rather than being referred to as mere 
'users' (Sanders, 2008). 

This practice-based study examines workers' practical experiences and the 
socio-organizational conditions that shape communication activity. The analysis 
aims to contribute to the design process by providing information on practices, 
work activity, representations, and organizational issues (Anderson, 1997). It also 
provides recommendations for system redesign and identifies constraints that 
individuals encounter in their activities (Baxter & Sommerville, 2011).  

The study seeks to answer the following research questions: How can 
interventions in communication practices improve employees' quality of life and 
working conditions? How are communication conventions collectively 
developed? How can these discussions be facilitated? The study explores the 
strategies used by individuals to regulate communication and the collective 
conventions of use, which may be more or less negotiated and explicit (Datchary, 
2011). The aim of this intervention is multi-layered, as it not only defines tool 
functionalities but also elaborates on the collective and organizational dimensions 
of the tool's implementation. The technical aspect involves software deployed on 
the organization's IT infrastructure and various terminals. This is supported by an 
organizational intervention aimed at assisting employees in establishing collective 
conventions that will direct the system's actions to reduce repetitive, exhausting, 
or problematic communication. Additionally, involving employees from the 
beginning of the project ensures transparency, comprehension, and ownership of 
the solution, which are prerequisites for its long-term sustainability. 

Considering the interdisciplinary nature of the project, the study also examines 
the issues and contributions of sociology when working with other disciplines. It 
explores the interaction between Sociology and Computer Science within the 
research group, including the complementarity between disciplines and the 
circulation of theories, concepts, and methods. 

3 Work and findings to date 
The work completed thus far can be classified into three main areas: a literature 
review, fieldwork, and the start of data analysis. Initially, a systematic literature 
review and synthesis were conducted based on various approaches in the areas of 
workplace communication, participatory design, interdisciplinary work, and 
computer network architecture. 

Fieldwork with the project's partner organization began in February 2022. The 
process involved several techniques, including 110 hours of ethnographic 
observation, 5 hours of interviews, 19 hours of co-piloting meetings, and two co-
design workshops with all employees, each lasting two days for a total of 14 
hours. The purpose of the interviews and ethnographic observation was to gain a 
comprehensive understanding of the workers' practices and the role of 
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communication in their work. This information was used to plan workshops and 
design activities based on participants' actual experiences, even during the 
ideation phase. In addition, this method proved to be an efficient way to avoid 
costly self-observation by employees in a context of time pressure (Gaudart & 
Volkoff, 2022). The constant presence in the field also strengthened the 
participants' confidence, allowing them to fully engage in the exchange. 

Co-piloting meetings were used to jointly monitor the project's progress with 
two employee volunteers, co-conceive research hypotheses, and plan and debrief 
co-design workshops. These individuals play a crucial role as privileged 
informants, monitoring organizational changes resulting from our discussions in 
terms of both organizational and communication conventions. 

The co-design workshops aim to define the research problem and co-design 
solutions that are adapted to the employees' reality. These discussion forums bring 
together employees, sociologists, and computer scientists to share, learn, and 
confront their points of view, with the goal of co-constructing a solution that is 
acceptable and accepted by all. Each day has been planned carefully to establish a 
framework of listening and mutual trust, where individuals express diverse 
viewpoints and engage in a process of 'reflection-in-action' (Grosjean et al., 
2019). 

The analysis of the data has already started. Different methods for storing and 
integrating data from various sources are being tested. This task is challenging as 
it requires significant effort, particularly in formatting the data. Additionally, 
analyses are difficult to carry out since each piece of data reflects different aspects 
of reality. There is also the challenge of interdisciplinary work since the data 
analyses must lead to useful recommendations for the computer system's design 
(Ackerman, 2000). The research team is currently analyzing the data collected 
during these workshops, taking a truly interdisciplinary approach to designing a 
system that considers the diversity of viewpoints within the partner organization. 

The preliminary findings suggest that employees' work is characterized by the 
succession and interweaving of different projects, resulting in intrinsic 
fragmentation. This type of work necessitates individual and collective 
organization of activities and working time. However, engaging in multiple 
activities does not necessarily result in constant interruptions on a daily basis 
(Datchary, 2011). According to Datchary & Licoppe (2007), even if a person 
appears to be engaged in just one activity, the others remain in play. 

Overload can become an issue when communication becomes burdensome and 
lacks meaning for workers. The workshops revealed concrete problems related to 
work overload, difficulties in coordinating hybrid work, and dissatisfaction with 
certain forms of collective organization. These discussions allowed for a review 
of current practices and the exploration of collective solutions, which are 
currently undergoing testing. Furthermore, the employees proposed an inventory 
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of potential forms for a regulatory body focused on communication and provided 
a list of ten data points to share with the research team. 

4 Next steps 
Future challenges include analyzing workshop data, continuing ethnographic 
work, and testing the functionalities offered by the new system developed by the 
computer scientists in collaboration with the participants. 

To avoid perpetuating power imbalances between disciplines within the 
research team, it is essential to involve the Humanities and Social Sciences in the 
design process led by computer scientists. This task requires a clear articulation of 
terminologies, techniques, and ways of knowing, since ethnographic totalization 
procedures involve immersion in the uniqueness of circumstances, whereas 
computational modeling involves generalization at a universal level. Additionally, 
this work involves a strong connection between the analyses derived from 
qualitative research and the practical demands of system design (Karasti, 2001).  

Relating professional practices to system design can be a complex process that 
may not align with typical research timelines. Questions often arise regarding the 
duration of sociological analyses and the need to make progress in system design. 
However, I strongly believe that this complex approach is worthwhile as it 
ensures a deep understanding of social realities while also facilitating the 
development of a technological solution that is tailored to and embraced by all 
stakeholders involved. 

5 Expected contributions 
The contribution of my thesis is threefold. Firstly, it aims to consolidate 
knowledge of the strategies employed by workers, collectives, and organizations 
to mitigate communication overload. The analysis of the three-year processes will 
enhance understanding of effective solutions to improve communication practices 
and working conditions. 

Secondly, the insights gained from this study aim to contribute to bridging the 
gap between qualitative research findings and the practical requirements of 
system design. Specifically, I am interested in exploring manners of facilitating 
the translation of ethnographic and sociological data into actionable contributions 
in the field of collaborative systems design. 

Finally, this research will provide insights into interdisciplinary collaboration 
and methods for sharing data across disciplines. It will explore ways to foster 
collaboration among researchers from different backgrounds who use different 
methodologies, particularly in computer science (such as modeling) and social 
science (such as inductive analysis).  
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Abstract. This doctoral research project aims to study the collaborative practices of 
social scientists who use Grounded Theory Methodology (GTM). The main objective is to 
analyze how these researchers organize their collaboration within the analysis process of 
GTM. The study will first review the literature to understand the evolution of cooperation 
within GTM, which includes cooperative data collection, joint theorizing, and peer 
validation. A field study will then focus on social scientists at the University of Liège, 
including observations, interviews, and scenarios. This fieldwork will be enriched by 
including design sciences researchers from the Université de Technologie de Troyes. In 
the final phase of this research, the potential of artificial intelligence and data 
visualization in survey assistance, case clustering, and theorizing will be explored. To 
overcome the current limitations of CAQDAS software, a proposal for a collaboration tool 
aligned with GTM practices will be put forward. This research will contribute to a deeper 
understanding of researchers’ GTM collaboration practices and tools. 
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1 Research Questions 
The notion of collaborative research refers to the relations that researchers have 
with each other in their practices and data analysis. This doctoral research is 
interested in understanding collaborative practices of social science researchers 
using grounded theory methods for qualitative analysis. Grounded Theory 
Methodology (GTM), formalized by Glaser and Strauss (1967), aims to build 
scientific theories from the analysis of field data rather than from pre-existing 
theoretical frameworks. Researchers using this method place a premium on data, 
recording their reflections in memos and applying an iterative process governed 
by the theoretical saturation of data. This analytical work is used as a central 
organizing principle for a large-scale research project as a whole (Bryant and 
Charmaz, 2007). GTM thus encourages collaboration between researchers, 
enabling a constant exchange of ideas and perspectives. However, little is known 
in the literature about how researchers using GTM cooperate. Our question in this 
context is: How is a collaboration between researchers organized within 
qualitative analysis using grounded theory, and what are the services and tools 
supporting this cooperation? 

2 Methodological approach 
Our methodology for understanding and supporting collaborative practices in 
grounded theory methods involves three key steps: first a theoretical analysis of 
recommended practices that we will then compare with field studies of actual 
practices. These two stages will then be used to study the existing tools that 
support GTM in order to design and integrate new features that can assist in better 
qualitative analysis for collaborative research. To initiate our approach, we 
conducted an in-depth analysis of the state of the art on researchers’ collaboration 
in the context of GTM (Muller & Kogan, 2010). This investigative step, currently 
ongoing, can often be overlooked by researchers who rely primarily on field data. 
Whereas a state of the art is rarely conducted when focusing on field data, we 
chose to start with an analysis of handbooks and methodology books in order to 
better observe and understand methodological divergences among practitioners 
(Schmidt & Bannon, 1992; Malone & Crowston, 1990). The guidelines 
mentioned in the literature will then be compared with the actual practices of 
researchers in a collaborative environment. Observation techniques will be used 
to collect experimental data from grounded theory users and analyze their 
experience with the current software and tools that aid in their qualitative 
analysis. This will enable a comparison of recommended practices in grounded 
theory methodology literature with actual practices of different user groups. As a 
third step and based on our analysis of researchers’ current collaborative 
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practices, we will design and integrate new functionalities into IT tools that could 
support this collective work. This step comes after identifying user needs and 
practices. The aim is to examine how to offer practical support to researchers 
while exploring the potential of artificial intelligence (AI) and data visualization 
as a tool to assist cooperative qualitative analysis during the grounded theory 
method. Our contributions to current tools will involve assistance in three GTM 
tasks: conducting the survey, analyzing “coding” interview transcripts, and 
articulating/theorizing cases. Our methodology will adopt an iterative and 
exploratory approach. We revisit our inquiries, fieldwork, and interview methods 
at each data analysis phase to uncover researchers’ collaborative practices. This 
entails reviewing the theoretical analysis stage, conducting fresh field studies, and 
adapting tools as needed with each discovery. 

3 Current findings 
In the literature on Grounded Theory Methodology, the researcher often presents 
the work of analysis as an individual process. Glaser and Strauss (1967) stressed 
the need for researchers to remain open and attentive to the data, to avoid 
preconceived judgments, and to let theories emerge from the analysis of 
observations. This approach advocates maintaining an analytical distance to 
prevent any undue influence from existing literature or pre-established theories 
and to preserve, in their view, the originality and authenticity of the theories 
emerging from the study. Similarly, a parallel perspective is emerging, 
highlighting the collaborative nature of analytic work and its potential to foster 
the researcher’s personal reflexivity and theoretical emergence. The co-
construction of analyses and theoretical concepts can enrich the results and push 
the researcher to deepen their research (Corbin and Strauss, 2008; Charmaz, 
2006; Morse et al., 2021). This cooperation among researchers on the same 
project is encouraged from the beginning of the research process, involving the 
selection of participants and data collection. Strauss and Corbin (1990) in "Basics 
of Qualitative Research: Grounded Theory Procedures and Techniques", highlight 
case studies on the Vietnam War, where the initial collaboration and historical 
knowledge of both researchers helped better target the actors to be interviewed 
(combatants and non-combatants) and the data collection method (interviews, 
reading war narratives, etc.). Cooperation within the GTM is also built through 
interaction between researchers and the subject. This constructivist approach 
considers that concepts and theories emerge from the interaction between 
researchers and participants, underlining the importance of constant reflection. 
Through their interviews, the two actors co-construct the participants’ experiences 
through their narratives (Charmaz, 2008)). Collaboration between researchers 
takes shape during the reflection phase on the analysis of collected data, enabling 
the initial meanings of observed phenomena to be extracted. This reflective phase 
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can be facilitated by keeping a journal where impressions, decisions, and personal 
reflections on the researcher’s analytical journey are recorded (Charmaz, 2006). 
Based on the researchers’ personal diaries, these team exchanges encourage 
reflection and communication between them, ensuring transparency and 
consistency in data analysis. This collaborative stage helps develop a rich data 
vision by examining personal and interpersonal responses. It allows the 
development of the researcher’s “sensitivity”, which is the ability to present 
oneself from the participant’s point of view and play the role of the other through 
collaborative immersion in the data (Corbin and Strauss, 2008). 

The contribution of team discussions about data also becomes apparent during 
the material coding process. As Corbin and Strauss (2008) emphasizes, it is 
essential to regularly share and discuss individual interpretations during coding 
and data analysis. Team coding also allows novice researchers to transition from 
specific to abstract concepts more quickly (Wiener, 2007). This group practice 
facilitates the confrontation of different interpretative perspectives and refines the 
understanding of categories as the research progresses. Ongoing discussions 
among researchers maintain openness to various analysis paths, fostering the 
emergence of additional perspectives during subsequent theoretical samplings. 
Collaboration among researchers extends to theoretical construction. Codes 
derived from teamwork, memos analyzed and constructed during meetings, and 
discussions contribute to refining the term, becoming the main category of the 
theory (Wiener, 2007). This analytical approach subsequently facilitates peer 
validation by encouraging the presentation and discussion of ideas as a team, 
helping to validate and refine theoretical concepts. According to this literature 
analysis of GTM, collaboration evolves progressively, encompassing cooperation 
in data collection, the joint development of theories, and peer validation. Building 
on the literature, our approach will involve conducting field studies to explore the 
collaborative practices employed by GTM researchers (Muller & Kogan, 2010). 

4 Next steps 
To explore researchers’ actual collaborative practices in qualitative analysis 
through grounded theorizing, our field work will focus primarily on the 
University of Liège. This choice is explained by the diversity of students and 
researchers in the social sciences (sociology, education sciences, psychology, 
etc.) in Liège, who are training in qualitative analysis and GTM under the 
supervision of Christophe Lejeune. We plan to extend our study to researchers in 
design sciences at the Université de Technologie de Troyes. This extension is 
intended to enrich our understanding of collaboration between researchers within 
the framework of GTM. Compared to Liège, these informants are distinguished 
by their active engagement in a dynamic of systems design and transformation 
fostering in the humanities and social sciences, an approach generally absent, 
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with the notable exception of management sciences and ergonomics. By 
combining these two fields, we hope to obtain a diverse sample of researchers and 
collaborative practices in grounded theory analysis. 

From March 2024, our research study in Liège will focus on two groups. The 
first group will comprise six undergraduate PhD students in the social sciences, 
who will engage in weekly hands-on collective analysis work. The second group 
will be made up of doctoral students and teacher-researchers in psychology and 
education, who will take part in discussion seminars on their individual and 
collaborative practices of the grounded theorizing method. To begin with, we will 
conduct a preliminary observation phase using the shadowing method. This 
approach involves closely following the subjects in their analytical practice while 
observing their natural behavior when using tools. This methodology will enable 
us to capture the dynamics and nuances of analytical processes within these 
specific groups in great detail. After the group classes, we plan to conduct two 
types of interviews to understand collaborative practices better. The first type is 
the semi-structured, free-form, life-focused individual interviews, where we will 
explore the researchers’ personal experiences with GTM collaboration. The 
second type is group interviews, mainly using the focus group method, which will 
focus on observed interactions by having participants verbalize them and explore 
shared representations between users of qualitative analysis tools (Schmidt & 
Bannon, 1992). Finally, we’ll use scenarios to support conversations about 
collaborative methodological practices and tools to help them express their needs. 
This method will enable us to reflect on collaborative applications and practices. 
It will allow us to collect a variety of data, which will be compared as we go 
along. We will use this data collection method with researchers at the Université 
de Technologie de Troyes who use GTM. At the end of the fieldwork, we will 
have identified the theoretical orientations and effective collaborative practices of 
GTM researchers. In this final stage of research, we will explore the potential of 
data visualization and artificial intelligence (AI) as an analytical lens through 
which human researchers can see new data elements or representations through 
which they can compare codes and other interpretations (Muller et al., 2016). We 
are interested in providing assistance in three different tasks: 
• Survey assistance: The main aim is to facilitate the identification of 

relevant elements when coding the corpus, while guiding users in making 
decisions about closing the survey. For instance, clustering, obtained 
whether visually or through machine learning algorithms, allows 
researchers to grasp potential data patterns. 

• Assistance with reading and analyzing interviews: This exploration will 
involve detecting emerging trends and weak signals, as well as facilitating 
text comparison. Lexicometric algorithms can be used to revisit the text, 
see it differently, or highlight specific elements. It will be possible to 
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display text "specificities" with visual elements such as rare words (Spärk, 
1972). 

• Assistance with the articulating of cases and theorizing: The final 
contribution will be to support researchers in developing their theoretical 
analysis through augmented visualizations, such as graphs or matrices. 
These visualization methods aim to showcase the benefits of data 
visualization in qualitative analysis and theoretical emergence (Kuckartz, 
2010). 

5 Towards implications for design 
Semi-automatic software, commonly called "CAQDAS" such as NVivo, AtlasTI, 
or MaxQDA, have mainly marked the qualitative research landscape, particularly 
in GTM. These tools have undeniably facilitated the analysis process by offering 
functionalities such as labeling, editing, and schematization, thus contributing to 
the structuring and understanding of collected data (Muller & Kogan, 2010). 
However, despite their usefulness, these software packages have significant 
shortcomings in fully meeting the needs of GTM researchers, whose practice goes 
beyond simple coding. The focus on coding, highlighted in the specialized 
literature, sometimes diverts these tools from the strict application of GTM. 
Certain functionalities, often integrated for marketing purposes, can lead to a 
reductive vision of the methodology, neglecting other crucial aspects of the 
collaborative work of GTM researchers. With this in mind, our research proposes 
to overcome the current limitations of CAQDAS by designing a collaborative tool 
specifically aligned with the practice of GTM researchers. We draw on 
cooperative theory, put forward by researchers such as Christophe Lejeune (2017) 
and Charmaz (2006), to emphasize overlooked but essential features such as logs, 
diagrams, and bottom-up labeling. By involving researchers directly in the 
creative process through cooperative workshops, their needs and practices are 
thoroughly considered. This approach goes beyond just improving existing 
functionalities and integrating user testing stages based on the UX method. These 
tests help to clarify users’ fundamental objectives, ensuring that the tool designed 
meets the specific needs of GTM researchers (Schmidt & Bannon, 1992; Malone 
& Crowston, 1990). 
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Abstract. Railway maintenance work is relatively unknown to the general public, and 
sociologists have shown little interest in it. It is an outdoor job, punctuated by interventions, 
equipped with a lot of artifacts and distributed on the rails. This paper presents my PhD 
work, at the intersection between the concerns of the sociology of work, concerned with 
studying and characterizing this professional activity, and the CSCW, particularly around 
the method of technology probes and discussions between ethnography and design. 

1. Context and research questions 
This work is part of a large project funded by the French Public Bank for 
Innovation, piloted by Vossloh, a leading global rail technology company that sells 
integrated offers for rail transportation including for instance track fastening 
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systems, concrete ties, switch systems, crossings, so as services associated with the 
lifecycle of rail tracks. The aim of this major 4-year project is to bring together 
players in the rail and safety industries and researchers to develop a new-
generation, secure remote monitoring system dedicated to rail infrastructures, using 
a range of devices: Innovative sensors, new-generation concentrators dedicated to 
local data collection and transmission, a centralized data acquisition system with 
real-time data processing and analysis, modular user interfaces with key indicators 
based on usage, maintenance prediction and alarms, and an operator support system 
for the maintenance on the field.  

Transformations in the socio-professional practices of railway maintenance 
workers are therefore the focus of this study. This study belongs to a sociological 
research tradition that examines how new technologies are appropriated and used 
in the work situation and how they redefine the organizational contours. It 
articulates several levels of analysis.  Firstly, it focuses on the work activity by 
analyzing the forms of learning and use (individual and collective) and the 
incorporation of new tools in the workplace. This is done by mobilizing the notion 
of “artifact ecology”. “ecology of artifacts” concept (Bødker and Klokmose, 2012; 
Lyle et al., 2020), sometimes referred to as a constellation of technologies (Rossito 
and al., 2014) or digital assemblages (Sawyer et al. 2014). These concepts are 
particularly useful for understanding work activity as it happens and for grasping 
the situated nature of the use of artefacts at work, describing in precise terms the 
places, temporalities and resources of action. In addition, these concepts offer a 
dynamic vision of digital tools and their appropriation by workers that can evolve.  

With this in mind, we can ask ourselves, how is maintaining re-composed? How 
are individual and collective choices, capacities for action, but also the relationship 
with production standards or safety, transformed by remote monitoring and the use 
of data from sensors or computerized maintenance management systems? Should 
we fear a risk of de-skilling, a loss of meaning and knowledge, or (and under what 
conditions) can artefacts be a resource or an affordance for the (re)construction of 
one's own activity individually and collectively, and engage in articulation work 
(Strauss, 1992)? 

At the meso and macro levels, the aim is to examine how these technologies 
enable (or fail to enable) new, more flexible, articulated work, based in part on 
automated actions. What are the implications of these changes for work 
organization and job definitions, but also for management, support and 
employment, qualifications and subcontracting relationships? From this 
perspective, this research can be seen as feeding into the broader questions about 
changes in the world of work and production models around the so-called 
“industries of the future” or “future of work”. 
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2. Methodological approach 
This PhD work is based on a variety of data collected in a single site study. This 
study takes place in a small (around fifty employees) French private railway 
maintenance company, which was created less than ten years ago. This organization 
is considered as “innovative” in the railway domain because both the railway 
infrastructure is recent and the organization is equipped with relatively new 
maintenance machines (with several inspection wagons) and surveillance 
technologies (notably in remote monitoring systems and sensors).  

First, several ethnographic observations were carried out in situ from January 
2022 to the present, for about eighty hours. These observations took place both on 
the maintenance sites and in the maintenance control center of an infrastructure 
management company. This ethnographic approach allowed the collection of a set 
of heterogeneous documents related to the maintenance activity on this site (job 
descriptions, documentation of the integrated management system, operating 
procedures, photographs of the maintenance sites, etc.)   

In addition, 8 semi-structured interviews were conducted in 2023 and 14 are in 
march 2024: 17 with maintenance technicians, 8 with workers in maintenance a 
coordination center and 5 with middle management. These semi-structured 
interviews were then used to carry out a thematic analysis, supported by NVivo 
software. 

As part of the wider research project, I am taking part in an industrial working 
group involving researchers and industrial actors. The aim of this working group is 
to develop solutions to make the work of maintenance technicians easier, and 
therefore to 'equip' them with maintenance aid solutions. In this respect, it resonates 
with questions raised by CSCW researchers about the links between ethnography 
and design (Blomberg and Karasti, 2013). We have introduced in the project the 
idea of working with technology probes (Hutchinson et al., 2003 ; Hemmings et al., 
2002), as this research and design method "combines the social science goal of 
gathering information about the use and users of technology in a real-world setting, 
the engineering goal of field-testing the technology, and the design goal of inspiring 
users and designers to think about new kinds of technology to support their needs 
and desires" (Hutchinson et al., 2003, p. 18).  

3. Findings and next steps 
Thanks to my initial observations and interviews, I was able to make a number of 
empirical observations about the characteristics of maintenance work. Firstly, site 
work is outdoor work, most of it at night, and physically demanding. It is also 
distributed work, where technicians can work synchronously (or not) on different 
objects in the same area, which is quite surprising when you're not familiar with 
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the environment. People spread out around the objects without necessarily having 
to talk to each other and start working, their tasks in mind following a briefing 
given earlier in the night.  

The second observation is that this work is already very well equipped, with 
tools of various kinds. These include both purely technical tools (such as spanners, 
hammers, rulers, etc.) and digital artefacts, particularly smartphones. In fact, in 
addition to the various software applications used, for example, to fill in 
maintenance forms, technicians use their smartphones to coordinate their work 
simultaneously, by making calls to each other or writing to each other in an internal 
group via a social network. A night's work ends when the intervention is finished, 
the idea always being to get feedback from colleagues quickly so as not to lose time 
(or gain time). I would like to take a closer look at these issues of time (saving time, 
losing time, hurrying, shortening a job, rescheduling it, etc.) and space (dividing 
up, moving between two locations, communicating remotely, etc.) to get a better 
grasp of how smartphones are used during interventions. 

These preliminary results will be completed thanks to new observations and 
interviews and the introduction of two technology probes, one aiming at identifying 
how to offer an easy access to documentation while being involved in a 
maintenance task on site, and the second one focusing on facilitating the escalation 
of critical problems on the infrastructure 

4. Contributions 
My doctoral work in sociology will firstly make a scientific contribution to 
knowledge of a professional activity that is relatively unknown in the sociology of 
work. In particular, by documenting work on maintenance sites, I would like to 
gain a better understanding of the real constraints under which this work takes place 
and all the coordination required to carry out an intervention successfully. 

More on the design side, between sociological and CSCW concerns, I would 
like to focus my analysis on the technical and digital tools used by these 
technicians, and in this way help to reintegrate the discourse around digitalization 
and the development of technologies designed to 'facilitate' the work of operators 
into the actual uses of the artefacts by the operators. The use of the technology 
probe method is aimed precisely at reconciling the objectives of research and those 
of technology design. 
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Abstract. My research involves the conceptualization of ‘Frictional AI’ as a novel 
approach for enhancing cognitive engagement in Decision Support Systems (DSS) 
through intentional design inefficiencies. Through empirical studies and theoretical 
analysis, I explore the balance between human intuition and automation-induced 
enhancements to decision-making in medical diagnostics. With the introduction and 
assessment of four distinct frictional protocols (cautious, comparative, judicial, and 
adjunct), this design framework prioritizes the efficacy and integrity of human knowledge 
work, ensuring that professionals are engaged, critical thinkers, capable of counteracting 
automation bias and deskilling–even at a slight cost in efficiency and comfort. 
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1 Introduction 
The CSCW community is wary of “underrating the skills and competencies that 
are required in even the most routine of tasks,” (Hartswood et al., 2003) instead 
acknowledging the skills and expertise demanded by tasks often perceived as 
mundane. This ethos stems from an appreciation of the complexities inherent in 
collaborative efforts and the view of technology as a means to empower, not 
replace, human participation.  

In this light, my doctoral research is driven by the goal of informing the debate 
around “what to automate and what to leave to human skill and ingenuity” 
(Hartswood et al., 2003) by proposing design strategies that promote AI-
supported decision-making processes. 

I propose a series of design solutions informed by the concept of Frictional AI: 
an AI design principle that leverages programmed inefficiencies (Cabitza et al., 
2019) to stimulate human cognitive activation and mitigate overreliance on 
automated systems (Cabitza et al., 2024a). 

The development of Decision Support Systems (DSS) brings to light the 
critical issues of dependency and the erosion of skills, highlighting the necessity 
of considering the multitude of design options available in AI deployments. These 
options manifest in how a system’s outputs are displayed, ranging from oracular 
advice, clear-cut classifications, probabilities or ranked alternatives, among other 
possibilities. Equally important, yet less frequently addressed, are design choices 
regarding the sequence and level of automation (Parasuraman et al., 2000), the 
benchmarks for optimization (such as precision or practicality), and the 
customization for specific user groups (like beginners or specialists). 

Together, these elements constitute a Human-AI Collaboration Protocol (HAI-
CP), outlining a structured approach for the application of AI instruments by 
skilled professionals in executing particular tasks or roles, as described by Cabitza 
et al. (2023b). Each protocol offers a unique scope for affecting and shaping user 
reliance, thereby determining the extent of ‘dominance’ - the level of impact an 
AI entity may have on human decision-making (Cabitza et al., 2023a). 

Although reducing friction is often sought to improve user experience and 
system usability, I question the wisdom of favoring ease and efficiency at the 
expense of the quality and integrity of knowledge work (Kelloway and Barling, 
2000; Bossen and Pine, 2023). Echoing the thoughts of Frischmann and Selinger 
(2018), who argue that embracing a degree of inefficiency and friction might be 
vital for maintaining an environment that fosters human flourishing, my research 
aims to investigate the potential advantages of ‘frictional protocols’.  

These protocols are designed to make the interpretation of AI output less 
immediate, thereby stimulating user cognitive engagement, with the goal of 
enhancing decision-making accuracy, sense of agency and the preservation of 
professional skills. Such an approach is particularly pertinent for professionals, 



 3 

like those in the medical field, who are involved in high-stakes processes, 
ensuring they remain actively involved, critically minded participants rather than 
mere operators. My work focuses on designing a conceptual framework for AI 
systems that accurately mirror the nuances of diagnostic tasks and are 
implemented in a manner that honors the irreplaceable contribution of human 
expertise. 

My research encompasses the development and empirical assessment of four 
distinct protocols devised to protect human autonomy: cautious protocols, which 
encourage prudence; comparative protocols, which facilitate the evaluation of 
multiple outcomes; judicial protocols, which involve agonistic decision-making 
processes; and adjunct protocols, which move the AI support to an ancillary role 
to human judgment. 

2 Frictional protocols 
• Cautious protocol. This approach offers a range of possible answers, each 

with its own confidence level, and includes a probability that the correct 
answer is among them, similar to conformal prediction (Shafer and Vovk, 
2008). It allows the system to choose not to give an answer if uncertainty is 
too high (Campagner et al., 2020), making users aware of the AI’s 
limitations in a clear way, similar to the concept of ‘seamful design’ 
(Chalmers et al., 2003). 

• Comparative protocol. Here, the AI system presents users with cases 
similar to the one being examined, along with their outcomes. This method 
is akin to a Transactive Memory System (Lewis and Herndon, 2011), 
utilizing a database of previous cases and their outcomes to aid decision-
making. 

• Judicial protocol. This protocol offers multiple, sometimes conflicting, 
viewpoints or decisions, supported by explanations. It can involve using AI 
to generate arguments for different sides (Miller, 2023), similar to having a 
debate between opposing conversational AI agents, or using antagonistic 
machine learning models optimized according to different parameters 
(Hildebrandt, 2018). Kliegr et al. (2021) has similarly proposed using 
“conflicting rules/knowledge” as a way to reduce biases like overconfidence 
or underconfidence 

• Adjunct protocol. Differently from the other protocols, which focus on 
output presentation, this one focuses on the decision-making process itself 
through specialized HAI-CP. Introduced in previous work as a method 
where AI serves more as a consultant providing a second opinion (Cabitza 
and Natali, 2022; Cabitza et al., 2023b), it involves designing the decision-
making process to encourage critical thinking. Cognitive forcing functions 
(Buçinca et al., 2021) such as checklists, delaying AI recommendations, or 
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longer wait times are used to counteract common biases like anchoring bias 
(Rastogi and et al., 2022) or confirmation bias (Kliegr et al., 2021). 

3 Research questions 
Main question. How can the principles of Frictional AI inform the design of AI 
systems in a way that aligns with CSCW tenets, fostering environments where 
professionals are engaged, critical thinkers and decision-makers? 

Investigating this wide-reaching research question requires addressing four 
sub-questions: 

• Q1. Are frictional design principles conducive to more effective, or at least 
equally effective, decision-making compared to traditional AI-supported 
protocols? 

• Q2a. Can frictional DSS mitigate the risks of automation bias, as 
operationalized by Cabitza et al. (2023a)? Similarly, Q2b. Do frictional 
DSS mitigate the risk of deskilling as well as upskilling inhibition? 

• Q3. How does the usability of frictional design patterns change according to 
user expertise and task complexity? 

• Q4. What is the ethical and conceptual basis for the development and 
acceptance of Frictional AI systems in (work) practice? 

4 Methodological approach 
To address these research questions, I participated to a series of empirical user 
studies involving medical professionals (Natali et al., 2023; Cabitza et al., 
2023a,b,d,c, 2024b), with additional studies planned to further explore and 
evaluate other frictional HAI-CP.  

For the first and second research questions, which tackle the effectiveness of 
frictional AI and its potential to reduce automation bias, I will leverage the 
strategies for evaluating technology benefit and reliance patterns developed by 
Cabitza et al. (2023a), specifically aimed at examining the influence of DSS on 
decision-making effectiveness and susceptibility to cognitive biases. 

The most challenging investigation delves into the possible deskilling effects 
and upskilling prevention stemming from prolonged engagement with non-
frictional HAI-CPs. Given the time-intensive nature of such an experiment, as 
well as its ethical implications, I will address this research question by consulting 
the relevant literature as it develops and designing feasible qualitative 
investigations. 

As for the third research question, on the usability of Frictional AI according to 
user experience and task complexity, I will tackle it via user studies as well state-
of-the-art usability questionnaires. The findings could be strengthened via 
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ethnomethodological observations and qualitative interviews analyzed following 
the grounded theory approach (Muller and Kogan, 2010). 

I will tackle the fourth research question by employing a robust theoretical 
examination to situate the concept of Frictional AI within CSCW literature, 
inspired by Bossen and Pine’s (2023) observations on factors for successful 
human-AI collaboration, such as AI supporting “what motivates many knowledge 
workers: reflecting and learning through experimentation”. This will be followed 
by principle elicitation initiatives through workshops and conference special 
tracks (see Section Future Work). 

5 Preliminary findings 
As a first step, I introduced the concept of Frictional AI within the CSCW context 
through a study on AI system perceptions by oncological radiologists in two 
French hospitals, detailed in “Invisible to machines: Designing AI that supports 
vision work in radiology” (Anichini et al., 2024). 

As for user studies, I explored the impact of pro-hoc explanations in AI 
systems as an example of comparative, human-first protocols in fracture detection 
tasks (Cabitza et al., 2024b). This approach involved comparing similar past cases 
to assist in diagnosis, akin to a Transactive Memory System (Lewis and Herndon, 
2011) leading to a decrease in diagnostic errors by 10%. The study highlighted 
differences in how specialists and residents adjusted their diagnoses when using 
the system, particularly in complex cases. Notably, decision changes were 
generally beneficial, though some instances of automation bias were observed, 
more so among residents than specialists. My contribution included a section 
exploring in depth the topic of Frictional AI. 

My latest research, currently in peer review, examines the use of AI in group 
decision-making, finding that groups show less reliance on AI compared to users 
in individual Human-AI decision-making settings. The study suggests that group 
discussions before AI consultation can lead to less dependence on the AI’s 
advice, although potentially leading to the phenomenon of groupthink. However, 
when AI advice is considered first, after a first private decision (Bahrami et al., 
2012), it appears to foster more critical discussion and analysis initiated by 
reflections on AI’s contributions (Chiang et al., 2023), reducing groupthink and 
automation bias. 

This work proposes a model where AI serves as a catalyst for group 
deliberation, playing an ancillary or adjunct role, ensuring collective decisions are 
driven by human intelligence. 
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6 Future work 
Building upon these preliminary results, future studies will focus on cautious and 
judicial protocols. Additionally, an ethnomethodological investigation would shed 
light on the receptiveness of medical professionals towards the principles of 
Frictional AI, providing valuable context and understanding of its practical 
implications in real-world settings. 

Empirical evidence and literature analysis will provide the basis of a 
comprehensive framework dedicated frictional design principles for AI systems. 

The goal is to curate a collection of frictional design patterns for the 
development of HAI-CP suitable for a broad spectrum of scenarios. This would 
include the development of guidelines and recommendations to ensure 
responsible deployment, which will be conducted via principle elicitation 
activities.  

A first example is my organization of the workshop “Stimulating Cognitive 
Engagement in Hybrid Decision-Making: Friction, Reliance and Biases” to be 
held at HHAI24 on June 11th 2024, intended to be the first of its kind in its 
discussion of Frictional AI. 

As for further investigation of strategies to decrease overreliance, I will be 
chair of the Special Track “Calibrating Trust in XAI” at the 2nd World 
Conference on eXplainable AI in July 2024 (date TBA). 

7 Expected contributions 
The expected contributions of my research to the CSCW research community 
includes introducing and elaborating on the concept of Frictional AI as a novel 
approach to designing AI systems that enhance, rather than replace, human 
decision-making capabilities.  

I will explore both the potential benefits and the inherent challenges of 
incorporating frictional design into AI systems. This exploration will involve both 
empirical studies and theoretical analysis to understand whether, and how, 
frictional design can foster greater cognitive engagement and effectively reduce 
overreliance on automation, thus guiding the creation of AI systems that prioritize 
human-centered design principles. 

8 Conclusion 
My doctoral research introduces design principles rooted in the concept of 
Frictional AI, presenting a paradigm that may seem to deviate from the dominant 
market trajectory focused on enhancing specificity and certainty in AI 
technologies.  
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The industry’s current trajectory gravitates towards AI solutions that are 
marketed on the promise of increased efficiency, unambiguous outcomes, and, 
purportedly, superior returns on investment. Yet, it is within this juxtaposition 
that Frictional AI finds its most significant justification and potential for impact. 

This strategy advocates for a more sustainable model of technology adoption, 
where the value of AI is measured not just in terms of efficiency gains but also in 
its ability to maintain and enhance the professional skills of its users. 

By steering AI development to better reflect the uncertain, intuitive, and 
cooperative aspects of professional work environments, this research aims to pave 
the way for a more nuanced and impactful integration of technology in the realm 
of diagnostic work. 

Acknowledgments 
The author gratefully acknowledges the PhD grant awarded by the Fondazione Fratelli 
Confalonieri, which has been instrumental in facilitating her research pursuits. 

References 
Anichini, G., C. Natali, and F. Cabitza (2024): ‘Invisible to machines: Designing AI that supports 

vision work in radiology’. Computer supported cooperative work (CSCW), vol. In press, no. 
tbd, pp. tbd. 

Bahrami, B., K. Olsen, D. Bang, A. Roepstorff, G. Rees, and C. Frith (2012): ‘What failure in 
collective decision-making tells us about metacognition’. Philosophical Transactions of the 
Royal Society B: Biological Sciences, vol. 367, no. 1594, pp. 1350–1365.  

Bossen, C. and K. H. Pine (2023): ‘Batman and Robin in Healthcare Knowledge Work: Human-
AI Collaboration by Clinical Documentation Integrity Specialists’. ACM Transactions 
onComputer-Human Interaction, vol. 30, no. 2, pp. 1–29. 

Buçinca, Z., M. B. Malaya, and K. Z. Gajos (2021): ‘To trust or to think: cognitive forcing 
functions can reduce overreliance on AI in AI-assisted decision-making’. Proceedings of the 
ACM on Human-Computer Interaction, vol. 5, no. CSCW1, pp. 1–21. 

Cabitza, F., A. Campagner, R. Angius, C. Natali, and C. Reverberi (2023a): ‘AI Shall Have 
NoDominion: on How to Measure Technology Dominance in AI-supported Human 
decision-making’. In: Proceedings of the 2023 CHI Conference on Human Factors in 
Computing Systems. 

Cabitza, F., A. Campagner, D. Ciucci, and A. Seveso (2019): ‘Programmed inefficiencies in DSS-
supported human decision making’. In: Modeling Decisions for Artificial Intelligence: 16th 
International Conference, Milan, Italy, September 4–6, 2019. pp. 201–212. 

Cabitza, F., A. Campagner, and et al. (2023b): ‘Rams, hounds and white boxes: Investigating 
human-AI collaboration protocols in medical diagnosis’. Artificial Intelligence in Medicine. 

Cabitza, F., A. Campagner, L. Famiglini, C. Natali, V. Caccavella, and E. Gallazzi (2023c): ‘Let 
Me Think! Investigating the Effect of Explanations Feeding Doubts About the AI Advice’. 
In: International Cross-Domain Conference for Machine Learning and Knowledge xtraction. 
pp. 155–169. 



 8 

Cabitza, F., A. Campagner, C. Natali, E. Parimbelli, L. Ronzio, and M. Cameli (2023d): ‘Painting 
the black box white: experimental findings from applying XAI to an ECG reading setting’. 
Machine Learning and Knowledge Extraction, vol. 5, no. 1, pp. 269–286. 

Cabitza, F. and C. Natali (2022): ‘Open, multiple, adjunct. Decision support at the time of 
relational AI’. In: HHAI2022: Augmenting Human Intellect. IOS Press, pp. 243–245. 

Cabitza, F., C. Natali, L. Famiglini, A. Campagner, V. Caccavella, and E. Gallazzi (2024a): 
‘Never tell me the odds. Investigating pro-hoc explanations, as instances of frictional AI, in 
medical decision making’. Artificial Intelligence in Medicine. 

Cabitza, F., C. Natali, L. Famiglini, A. Campagner, V. Caccavella, and E. Gallazzi (2024b): 
‘Never tell me the odds: Investigating pro-hoc explanations in medical decision making’. 
Artificial Intelligence in Medicine, pp. 102819. 

Campagner, A., F. Cabitza, and D. Ciucci (2020): ‘Three-way decision for handling uncertainty in 
machine learning: A narrative review’. In: IJCRS 2020, Havana, Cuba, June 29–July 3, 
2020, Proceedings. pp. 137–152.ù 

Chalmers, M., I. MacColl, and M. Bell (2003): ‘Seamful design: Showing the seams in wearable 
computing’. In: 2003 IEE Eurowearable. pp. 11–16. 

Chiang, C.-W., Z. Lu, Z. Li, and M. Yin (2023): ‘Are Two Heads Better Than One in AI-Assisted 
Decision Making? Comparing the Behavior and Performance of Groups and Individuals in 
Human-AI Collaborative Recidivism Risk Assessment’. In: Proceedings of the 2023 CHI 
Conference on Human Factors in Computing Systems. pp. 1–18. 

Frischmann, B. and E. Selinger (2018): Re-engineering humanity. Cambridge University Press. 
Hartswood, M., R. Procter, M. Rouncefield, and R. Slack (2003): ‘Making a case in medical work: 

implications for the electronic medical record’. Computer Supported Cooperative Work 
(CSCW), vol. 12, pp. 241–266 



 

Copyright 2024 held by Authors, DOI 10.48340/ecscw2024_dc08. Non-exclusive and 
irrevocable license to distribute the article granted to EUSSET DL. Except as otherwise 
noted, this paper is licensed under the Creative Commons Attribution license. To view a 
copy of this license, visit https://creativecommons.org/licenses/by/4.0/deed.pt-br  

Brito, Luciana Sá; França, Juliana Baptista dos Santos, Vivacqua, Adriana Santarosa 
(2024): Design of Data Literacy Assets-based Learning Strategies with Marginalized 
Communities Inspired by Paulo Freire’s Pedagogy. In: Proceedings of the 22nd 
European Conference on Computer-Supported Cooperative Work: The International 
Venue on Practice-centered Computing on the Design of Cooperation Technologies - 
Doctoral Colloquium Contribution, Reports of the European Society for Socially 
Embedded Technologies (ISSN 2510-2591), DOI: 10.48340/ecscw2024_dc08 

Design of Data Literacy Assets-based 
Learning Strategies with Marginalized 
Communities Inspired by Paulo Freire’s 
Pedagogy 
Luciana Sá Brito, Juliana Baptista dos Santos França, Adriana 
Santarosa Vivacqua 
Universidade Federal do Rio de Janeiro 
lbrito@cecierj.edu.br, julianabsf@ic.ufrj.br, avivacqua@ic.ufrj.br 

Abstract. This article presents the design of an ethnographic investigation through action 
research to propose a participatory educational design for teaching and learning data 
literacy (DL). We were inspired by the Paulo Freire method, which is collaborative in its 
philosophy and design. The proposal unites universities, social movements, public 
authorities, and territories through stages of culture circles. Asset-based design will be 
the epistemological approach for building and evaluating a learning method. The culture 
circles will occur in Complexo do Alemão Favelas, Rio de Janeiro, and may be extended 
to other communities.  
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1 Introduction 
We all create data daily, which is collected, counted, and computed on a massive 
scale by institutions (Lupi and Posavec, 2016). The volume of data in the world is 
increasing because information detection devices have become cheap and 
numerous and because the world’s capacity to store information has practically 
doubled every 40 months since the 1980s (NATIONS, 2023). However, even with 
evidence of the need to talk about data and its impact on our lives, we still need 
an education aligned with the social needs of the data-driven world. Meanwhile, 4 
out of 10 Brazilians receive fake news daily (Brasil, 2022), technologies that 
claim to be scientific reinforce racism and other forms of injustice (Benjamin, 
2023), surveillance systems are implemented without us having control over our 
privacy (Snowden, 2019), and social media algorithms possibly impact the 
population’s mental health (Faelens et al., 2021).  

Society’s difficulty in dealing with data can undermine democracy, facilitating 
the rise of fascism around the world, in addition to increasing the social 
contradictions generated by capitalism (Chomsky, 2005; País, 2018; Guardian, 
2018; Post, 2023; Braziliense, 2023; Notícias, 2019; Brito et al., 2023; Castro-
Gómez and Grosfoguel, 2007; Mignolo, 2007). In this reality, in which 
marginalization imposes everyday microaggressions and the development of 
systems that subjugate entire groups of people (Liang et al., 2021), an argument in 
favor of mass Data Literacy (DL) teaching is to enable citizens to interpret, 
understand, and use data effectively to maintain transparent and accountable 
governments (Bhargava et al., 2015). DL can help civil society catalog rights and 
violations, feed data-based journalism, and encourage citizen engagement in anti-
corruption efforts. Furthermore, increasing DL can help overcome the digital 
divide problem (Bhargava et al., 2015). 

Educational Design carries out educational projects (Shackelford and Weekes-
Shackelford, 2021). The principles of Educational Design derive from knowledge 
about human cognition and are related to secondary knowledge (Geary and Berch, 
2016), which organizes knowledge into biological or evolutionary and primary 
knowledge. Humans evolved to acquire primary knowledge of listening to and 
speaking a native language, for example, which tends to be acquired 
automatically (Shackelford and Weekes-Shackelford, 2021). We can acquire 
secondary knowledge, but we have not specifically evolved this, so we need 
conscious effort to acquire it. An example of secondary knowledge is solving a 
simple equation, for which we must possess the primary-generic problem-solving 
strategy. However, we need to go further and learn domain-specific solving 
tactics offered explicitly. 

The main objective of this research is to build strategies to support DL learning 
with actors from historically marginalized territories. Other objectives are: 1) 
expand the voice of the territories so they can show their demands to the 
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government and society; 2) encourage the strengthening of social networks and 
collaboration between favela and university data collectives; 3) design 
educational resources for teaching and learning DL; 4) provide means for 
implementing public policies related to DL in Brazil. 

The question of this research is: How can we create DL teaching-learning 
methodologies and strategies, based on the Paulo Freire method and community 
assets in the favelas, to expand voices in the search for their rights?. 

2 Related Work 
As works related to this research design, we present some references relevant to 
the use of Asset-based Design Approach in the context of CSCW research 
(subsection "CSCW and Asset-based Design") and DL education through the 
Popular Education philosophy (subsection "Data Literacy and Popular 
Education"). 

2.1 CSCW and Asset-based Design 

HCI and CSCW researchers have explored teaching DL to citizens for 
engagement and civic interaction (D’Ignazio and Bhargava, 2016; D’Ignazio and 
Bhargava, 2020; Johnson et al., 2021), emphasizing ethical paths (Shapiro et al., 
2020), equity, decolonization, sustainability (Bentley et al., 2023), feminism 
(D’ignazio and Klein, 2023), and well-being (Oman, 2021) in data teaching. In 
other contexts, they have provided methodological paths for community-based 
projects (Taylor et al., 2013; Balestrini et al., 2014, 2015). Sharing this 
perspective, asset-based design is a design approach that seeks to meet the 
communities’ needs by discovering their potential towards the participatory 
development of sustainable solutions (Wong-Villacres et al., 2021; Cho et al., 
2019). 

The Asset-based Design Approach centers on individuals’ and communities’ 
existing potential (Wong-Villacres et al., 2021). In HCI and CSCW, assets-based 
design aids immigrants (Cho et al., 2019; Wong-Villacres et al., 2021) and human 
trafficking victims (Wong-Villacres et al., 2021). Asset-based Design key steps 
include knowing when to use it; identifying assets; amplifying voices; aligning 
assets with goals; and envisioning new futures (Wong-Villacres et al., 2020b). 
Intersectionality is crucial, addressing gender, race, ethnicity, language, and 
economic factors like low income (Cho et al., 2019). 

Assets-based design utilizes various resources, from institutional to intangible 
like knowledge, care, solidarity, cultural values, social networks, and local 
knowledge (Hui et al., 2020; Wong-Villacres et al., 2020b; Mills et al., 2019; 
Roldan et al., 2019; Karusala et al., 2017; Ismail and Kumar, 2018; Wong-
Villacres et al., 2020a; Cho et al., 2019; Dickinson et al., 2019; Karusala et al., 
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2019; Pei and Nardi, 2019). This approach aligns with a CSCW perspective, 
offering support first in the social, then technical areas. 

3 Data Literacy and Popular Education 
Popular education is politically significant and driven by a liberating pedagogy. It 
empowers individuals to question existing ideologies and fosters continuous 
learning and unlearning (Jara, 2010). We mapped literature on DL learning 
experiences through the Popular Education lens. DL learning based on the 
concept of Popular Education encompasses skills for data use and critical 
production, including reading, processing, communicating, and producing data 
(Tygel and Kirsch, 2016). 

Developing DL research alongside Popular Education is crucial given societal 
structures that perpetuate social disparities through exploitation and 
marginalization based on factors like race, gender, sexual orientation, and 
colonial history (Mignolo, 2007; Castro-Gómez and Grosfoguel, 2007). DL 
rooted in Popular Education (Tygel and Kirsch, 2016) stems from Paulo Freire’s 
Pedagogy (Freire, 1971, 2014; Lyra, 1996), which integrates the political and 
pedagogical dimensions (Machado, 2022), viewing literacy not just as technical 
skill acquisition but as a path to emancipation (D’Ignazio, 2017). 

Employing the PICOC protocol (Petticrew and Roberts, 2008) and defining 
search parameters, we explored Google Scholar, Scopus, IEEE Xplorer, and 
SciElo databases, yielding 102 publications, including articles, book chapters, and 
theses from 2015 to 2022. 

The study revealed four strategies for DL education. The most hegemonic, 
through the dialogue between science and art (D’Ignazio, 2017; D’Ignazio and 
Bhargava, 2020; Markham and Pereira, 2019; Stornaiuolo, 2020; Bhargava et al., 
2016; Xie, 2018; Bhargava and D’Ignazio, 2015; Raffaghelli, 2022; Vacca et al., 
2022b; Matuk et al., 2022; Vacca et al., 2022a). The second most used approach 
was based on real-world scenarios without the aid of art (Peer, 2019; Fotopoulou, 
2021; Verständig, 2021). Other research (Verständig, 2021; D’Ignazio, 2017; 
D’Ignazio and Bhargava, 2016; Johnson et al., 2021; Bay and Atherton, 2021; 
Tygel, 2016; Hadzigeorgiou and Hadzigeorgiou, 2016) were inspired by practices 
based on epistemologies/ideologies/philosophies. Moreover, Tygel and Kirsch 
(2016) took a theoretical approach. 

In the science and art approach, the types of art for student engagement were 
muralism (D’Ignazio and Bhargava, 2020; Bhargava et al., 2016), theatrical 
performance (D’Ignazio and Bhargava, 2020; Markham and Pereira, 2019), 
printmaking (Stornaiuolo, 2020), photography (D’Ignazio, 2017; Matuk et al., 
2022), jewelry (D’Ignazio, 2017), audiovisual (Xie, 2018), music (Bhargava and 
D’Ignazio, 2015), sculpture (Raffaghelli, 2022), comics (Vacca et al., 2022b; 
Matuk et al., 2022), dance (Matuk et al., 2022), collages (Matuk et al., 2022), and 
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memes (Vacca et al., 2022a). Integrating science and art fosters holistic learning 
experiences, aligning with popular education’s ethos. Both fields value creative 
imagination, which can transform reality perception and inspire attitudes toward 
life and its complexities (Hadzigeorgiou and Hadzigeorgiou, 2016). 

The proposal of this research differs from the works presented in the mapping 
because it is inspired by Paulo Freire’s culture circles for the collaborative 
construction of learning strategies with universities, territories, and public 
authorities, taking advantage of the positive features and potential found in 
territories and peer collaboration through Assets-based Design Approach. 

4 Methods 
We will conduct an ethnographic study through action research using asset-based 
participatory design. The analysis method will be qualitative and quantitative, as 
recommended in the literature for discovering knowledge in Human-Computer 
Interaction (HCI) (Sharp et al., 2019; Lazar et al., 2017). The research 
methodology comprises steps defined by the research team and community 
interaction. 

The steps pre-defined by the research team are: 1) Identification of the problem 
within its context; 2) Systematic mapping about DL learning experiences based 
on the concept of Popular Education; 3) Holding and participating in Human-Data 
Interaction workshops to foster the emerging Brazilian community in the area; 4) 
Submission of the project to the research ethics committee; 5) Participating in a 
service learning project involving UFRJ’s community, public authorities, and 
local territories to conduct ethnographic research, action-oriented projects, and 
workshops with community actors; 6) Participatory design of the DL learning 
strategies; 7) Design of artifacts and educational resources; 8) Evaluation of 
results together with the community and experts; 9) Systematization of results. 
Step 4 has already been completed, and step 5 has begun. 

4.1 Workshops Evaluation 

The evaluation of the workshops will consist of assessments carried out before 
and after each activity through written tests, interviews, direct observation of 
participants’ behavior, and notes of situations experienced during ethnography 
and action research. In addition, there will also be conversation circles with 
participants to evaluate the results and plan new steps. At the end of the 
collaborative work with the community, the methodology created, the derived 
artifacts, and other results will be submitted to experts in the areas of knowledge 
that make up DL in the complexity achieved during ethnography. 
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5 Design of the data literacy learning strategies 
The design of the learning methodology will be participatory with the Nave do 
Conhecimento of Nova Brasília - Complexo do Alemão, Universidade do Rio de 
Janeiro, and Rio de Janeiro City Hall in at least two cycles of Design Science 
Research (DSR) (Fig.1). The first cycle is inspired by the Paulo Freire method 
and his culture circles, conducted through the action research method, in which 
the researcher and the community negotiate the activities carried out in the 
workshops. 

The second cycle will involve workshop activities with Nave partner 
communities to improve the strategies. We expect that there will be a third cycle 
of improvement with social movement collectives. After the cycles end, the 
method will be evaluated with experts and groups collaborating in the design 
process. 

 
 
 
 
 
 
 
 
 
 
 

 

Figure 1. Design science research methodology Process Map by Ken Peffers and Chatterjee 
(2007). 

5.1 Culture circles for data literacy 

The preliminary design of the method described in steps 5 and 6 (Methods), and 
the first DSR cycle mentioned in section 4, follows the inspiration of the Paulo 
Freire method in its stages. It takes place in 4 joint efforts: 1) Community 
outreach: to initiate contact with participants to establish bonds of trust and 
achieve partnerships; 2) Coding phase: to explore the generating themes that will 
give impetus to discovering the subjects that the community wants to address in 
the workshops; 3) Culture circles: to make the thematic delimitation; 4) The data 
literacy campaign: to express participants’ thoughts about the reality in which 
they live while the educator problematizes the issues raised by the group. 
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When writing this article, we are finishing the first joint effort. In the second, a 
photovoice workshop (Lu et al., 2023; O’Leary et al., 2021) will be held, in which 
culture circles will find topics of interest to the community for discussion about 
data. 

5.2 Expected results and contributions 

The expected contribution of this research is a learning environment with 
activities and educational resources aimed at learning DL. This environment will 
mainly focus on helping vulnerable communities obtain the knowledge necessary 
to claim their rights as citizens through collection, management, analysis, and 
argumentation through data. 

6 Conclusion 
Based on the Paulo Freire method, we propose creating DL learning strategies in 
collaboration with favela actors. The research design is proposed by a team of 
educators, headed by me as the first author of this paper. I have been an 
Instructional Designer at the Secretariat of Science, Technology, and Innovation 
of the State of Rio de Janeiro for over ten years, and a science educator with at 
least 17 years of experience in the classroom. The inspiration for this project 
comes from my trajectory of activism in social movements and my interest in 
activism through data. The dream of another world possible through education, 
solidarity, affection, and cooperative relationships that go beyond market logic 
led me to choose to work in territories, as well as the unfavorable context in 
which the population of the global South finds itself in the face of the data deluge 
and the absence of DL programs designed by and for the Brazilian population. I 
invite the public and other researchers to join this proposal due to its intrinsically 
collaborative nature. 
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Abstract. As developing nations seek to increase the use of technology in their 
governance, the integration of artificial intelligence (AI) in public sector organizations is 
gaining momentum. While existing research has predominantly explored AI's macro 
implications, this study investigates its microsocial effects on daily professional practices 
within public organizations. Focusing on the case of Trinidad and Tobago's Licensing 
Authority and its implementation of the U-Turn system, this research employs an 
organizational ethnography approach. By analyzing interviews, observations, and 
documents, the study aims to understand how employees interact with AI-based 
technology at the microsocial level. Initial findings highlight the significance of the law in 
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shaping technological usage, with AI often serving as a manifestation of legal mandates. 
Furthermore, the introduction of AI prompts organizational transformations, necessitating 
new administrative practices to bridge technological gaps. Ultimately, this study 
contributes to a deeper understanding of the nuanced interactions between employees 
and AI systems in public sector decision-making processes, shedding light on the 
evolving dynamics of organizational practices and knowledge construction. 

1 Context and Research Question 
Public organizations are increasingly engaging the use of Artificial Intelligence 
(AI) as it seeks to maximize productivity and efficiency (Ahn & Chen, 2020). The 
use of AI-based technologies is currently advancing public sector operations in 
policy creation, patent review and customer service (Susar & Aquaro, 2019). 
However, the engagement with technology as a means of ensuring governments’ 
efficiency in the allocation of scare resources, reduction of corruption and 
increased efficiency both in internal processes and with interactions with the 
public, have contributed to what Ahn & Chen (2020) refer to as frontier 
technology, that is, technology that brings about social transformation.  

The literature suggests that research has focused primarily on the use of AI in 
public organizations as a vehicle for implementing policy and as tool for ensuring 
efficiency, as such there is little existing research on how the use of AI-based 
technologies affects the daily professional practices in public organizations (Wirtz 
et al., 2019). As AI becomes more intuitive and its use increases in public 
organizations, it has become urgent to better understand the ways in which this 
increased use shapes how people work and, more broadly, how these technologies 
reshape how people collaborate and make decisions. The synergies and forms of 
collaboration that can take place between human workers and AI in the workplace 
need to be explored in greater detail (Seeber et al., 2020). “A key challenge to the 
implementation and adoption of intelligent machines in the workplace is their 
integration with situated work practices and organizational processes” (Wolf and 
Blomberg 2019, p. 546). 

The increased role of AI and its ability to contribute significantly to 
organizational processes may mean that researchers must actively consider that 
the agency of AI in decision-making is increasing (Wimmer et al., 2020). Also of 
significant consideration is that much of AI can operate either autonomously or 
semi-autonomously and may serve a standalone role in public organizations.  

The problem to be examined under this study is: What are the implications for 
microsocial decision-making when AI, as a non-sentient entity, is an equal 
contributor to the practices involved in decision making?  

To examine and explore these issues, a case study is being conducted of the 
implementation of AI technology within a public organization. The Government 



 3 

of the Republic of Trinidad & Tobago (GORTT) embarked on significant 
legislative change as a means of reducing road fatalities, reducing inefficiency in 
the internal processes of the Licensing Authority, and improving the quality of 
interactions with the public. The U-Turn system, which the Ministry of Works 
and Transport describes as “software that provides real time connectivity between 
the Judiciary, the Trinidad and Tobago Police Service, the Licensing Authority, 
TTPost and the new Traffic Management Center” was the technological vehicle 
used to implement the broader goals of policy change, improved efficiency, and 
enhanced public engagement. van Noordt & Misuraca, (2020) advance the 
concept that AI in the public sector is typically placed under ICT platforms as part 
of a broader eGovernance approach. 

 This increasing adoption of AI-based technology in public organizations has 
generated a lot of research on the macro implications of the technology but less 
on the day-to-day interactions between workers and AI systems. This leads to the 
following research question: How do employees of public organizations interact 
with AI-based technologies in the workplace to assist them in their decision-
making process? More specifically, the objective is to understand:  

a) How do employees collaborate with AI-based technology in their daily 
tasks?  

b) How is this AI-based technology shaping the way they work and make 
decisions? 

2 Theoretical Framework 
A practice-based framework (Barrett & Orlikowski, 2021; Corradi et al., 2008) is 
the lens through which the data is being analyzed. The study takes the position as 
established by Orlikowski (2000, 2007) that a practice lens is appropriate for 
examining the way in which technology helps construct and define organizational 
reality. Thomas et al., (2014) presents a three-part rationale for understanding 
practice lens as a social construct in organization which helps researchers better 
interpret organizational phenomena. In the first instance, they argue that 
knowledge is a socially constructed, individual process that participants actively 
engage in as they make sense of their environment. 

The production and construction of knowledge is a combination of what is 
being learned, the content of the information, the persons involved in the process 
and the goals of individuals as they make sense of their specific context. The 
second argument is that learning is a function of dissonance, and individuals 
generate new knowledge as they seek to make sense of uncertainty in the 
workplace. The resolution of this dissonance is once again a function of sense-
making that is specific to the environment and premised on the content of the 
knowledge. Finally, a socio constructivist approach explains the development of 
knowledge via “the acquisition of cognitive processing strategies, self-regulation, 
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and problem solving through socially constructed learning opportunities.” 
(Thomas et al., 2014). 

3 Methodology 
In this research project, an organizational ethnography will be conducted within 
the Licensing Authority of Trinidad and Tobago, focusing on the operations of 
the Traffic Enforcement Center Unit, the department with direct oversight of the 
U-Turn software. 

Organizational ethnography is described as being best suited for grasping the 
essence of organizational action (Czarniawska, 1997) and in the case of the U-
System, the actions being considered are the changes to microsocial decision 
making that comes with the introduction of a complex technology. Organizational 
ethnography is concerned with implications of rules, strategies, and meanings and 
how these impact the social relations in the organization (Rosen, 1991). The 
introduction of the U-Turn system impacts the ways that things are done and ergo 
the ‘rules’ by which stakeholders engage with each other in the organization. 
Because of the pervasive effect of the technology being used, there are resulting 
organizational, cultural and sensemaking changes taking place in the 
organization. Therefore, ethnography will be the best way to see how the 
practices have changed, while engaging users to fill gaps and allowing them to be 
reflexive and reflective in their thinking about their own decision-making and the 
ways in which that has changed their engagement. 

The table below identifies the various methods that have been used thus far in 
the gathering of the data for this thesis. During the months of September and 
October 2023 and February 2024, trips were made to Trinidad and Tobago to 
engage in an ethnographic inquiry around the implementation of the U-Turn 
system. 

Table I. Data Gathered during organizational ethnography. 

 

Interviews Observation Document 
collection 

Ethnographic 
interviews 

Photo 
elicitation 

Picture 
& 
video 

No: 4  
(Senior 
Management) 

No:30  
(Staff 
Members: 
Office & 
Field) 
90 Hours of 
observation 

Legislative, 
Communication 
and System 
Generated 

No: 5 
(Office and 
Field staff) 

No:4 
(Office 
staff) 

75 
pictures 
& 
37 
minutes 
of 
video 
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4 Current State of the Study 
Data was analyzed in two phases. In the first phase, an inductive process analysis 
was conducted (Mezmir, 2020; Azungah, 2018). Due to the interest in 
understanding work practices and the dynamic nature of collaboration with an AI-
based system (such as the U-Turn system), the inductive analysis contributes to 
identifying and describing works practices. NVivo was used for coding the 
transcribed interviews, observation notes and reflection notes containing 
interpretations, and document analysis on fieldwork were uploaded. A thematic 
analysis was conducted to identify core themes and sub-themes that focused on 
work practices, group interactions, modalities of collaboration between services, 
and tensions that arise during the use of the AI system. This process of analysis is 
an iterative one, meaning that while engaged in developing themes, there is also a 
search (looking) for congruence with the literature review and determining what 
other areas may need to be engaged to help explain some of the findings from the 
data collected. While the analysis is ongoing, there are several emergent themes 
that have become apparent. These are: 

1) The materialization of the law in the AI as a “figure” of authority.  
2) AI-based technology as a new partner, reconfiguring the situated decision-

making (the case of field officers). 

4.1 The materialization of the law in the AI as a “figure” of authority 

The translation and incarnation of laws and regulations into AI-based technology 
shape work practices and transform the way employees interact with the public 
and other departments within the organization. The law limits the ways in which 
technology can be used, which is a separate discussion from the capacity and 
scope of the technology. In public organizations, the law drives technology and 
not the other way around. In essence what seems to be occurring is a 
materialization of the law through the technology. Materialization in this context 
is understood as the passing of matter from one stage to another as defined by 
Cooren (2020). Ergo, the U-Turn is the law materialized, that is, having been 
conceived legally, it has now materialized as technology. 

4.2 AI-based technology as a new partner, reconfiguring the situated 
decision-making (the case of the field officers) 

A first analysis of interviews and observations with officers in the field shows 
how they integrate − or try to integrate − the U-Turn system into their daily 
practice. This study will focus on two aspects. The first is the way officers 
integrate the U-Turn system into their interactions with the public; and the second 
is the way officers in the field coordinate with the new Traffic Management 
Center that was created specifically after the system was implemented within the 
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Ministry of Works & Transport. This new organizational unit plays a unique role 
by ‘controlling” activities and decisions made by the officers in the field. It 
appears that the implementation of the U-Turn system has fragmented the 
decision-making process by limiting the access of officers to specific information 
about driver’s licenses or previous traffic offences. 

5 Contributions to the Discipline 
The growing presence of AI in public organizations is of interest to organizational 
communication and CSCW researchers who are interested in understanding the 
complex relationship between AI-based technologies and organizations, as well as 
how the technology might shape work practices and how the use of AI might 
create new forms of collaboration in organizations (Makarius et al., 2020; 
Mateescu & Elish, 2019; Wolf & Blomberg, 2019; Lampinen et al., 2022; Flügge 
et al., 2020). The U-Turn system is pervasive in the way in which it transformed 
the Licensing Authority. However introducing comprehensive technology reform 
into an organization that has not been a culturally technologically inclined 
institution, means that there are bridging practices that must happen to ensure 
continuity of operations.  

Liao et al., (2020) in their discussion argue that a lot of the research on AI 
usage has been focused on the data scientists and have taken a top-down 
approach. Conversely, the study of the U-Turn system in positioned from the 
perspective of the user and how that interaction in turn reframes the 
organizational practices. Ergo, while the technology affects the user, this study 
contributes to the discourse on how the user impacts on the way the technology is 
used and the way in which organizational practices are restructured to facilitate 
effective collaboration using the technology. The present study offers a real time 
observation of the evolution of organizational practice around AI usage from the 
perspective of the persons who are the primary users. 
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Abstract. This position paper discusses the convergence of literature on information 
infrastructures, critical theories of information and work relating to the field of reception in 
the context of migration. With evidence from existing literature and the preliminary findings 
of a pilot study based in Italy, the work of individuals and organizations within the field of 
migration is often filled with multi-faceted points of social support that are deeply embedded 
within one another. These points of social support pertain to employment, housing, food 
security, legal aid, language learning and so much more. Furthermore, those that are of 
migration background and seeking various forms of social support are entitled to the 
information they need in order to actively participate in their locality. Therefore, how do the 
systems involved in this work embody equity and inclusion? By specifically studying the 
information infrastructures involved in this work, one can gain perspective on the dynamic 
elements and practices of reception work and its reliance on technology and 
communication across a larger network of social support providers. 
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1 Infrastructures and Reception in Italy  
The act of Infrastructuring is a phenomenon situated in Science and Technology 
Studies and often associated with digital information and organization research 
(Bowker et, al, 2010). The utility and understanding of infrastructures alone has 
been constructed by society over time throughout various periods of intervention 
(Edwards, 2017). Perhaps one of the first sociotechnical understandings of 
infrastructures comes from Thomas Hughes (1983) and the idea of the expansion 
beyond being technical artifacts and emphasis on social relations, power dynamics 
and institutions. This understanding derived from his work on electrical power 
systems and the understanding that they serve as a critical infrastructure to society 
at large (Hughes, 1983). 

IT Infrastructures can be seen as physical entities, such as hardware and 
software. This definition, however, has been expanded to include a more 
administrative view of infrastructures that includes policies, rules, budgets and 
training associated with the use of the physical side of the IT infrastructure (Saga 
& Zmud, 1994 in Evaristo & Munkvold, 2002).  Information Infrastructures in 
particular have been defined in a way centered on nature, development, and impact 
from a sociotechnical perspective. Hanseth and Monteiro (1998) argue that 
information infrastructure should not be perceived as a fixed technological entity 
but rather as a dynamic and evolving sociotechnical system. Rather, emphasis is 
placed on the need to move beyond a narrow focus of technology and instead 
consider the intricate interplay between technological components, human actors, 
and organizational practices. By adopting an expansive view that includes both 
technical and social aspects, Hanseth and Monteiro shed light on the complexities 
of managing and evolving information infrastructures within various organizational 
contexts. Hanseth and Monteiro (1998) assert that information infrastructures are 
often constructed incrementally, like a patchwork quilt, with various components 
and technologies being added over time.  

Infrastructures within migration studies encompass the physical, social, and 
institutional frameworks that facilitate or impede the movement of people across 
borders. Physical infrastructures, such as transportation networks and border 
control systems, shape the material conditions and pathways of migration 
(Madianou & Miller, 2013). Social infrastructures, including migrant support 
networks, community organizations, and transnational social ties, play a crucial 
role in providing resources, information, and emotional support for migrants during 
their journeys and settlement processes (Faist, 2009). Understanding these 
infrastructures is essential for comprehending the lived experiences of migrants. 
Additionally, institutional infrastructures, such as immigration policies, legal 
frameworks, and international agreements, significantly impact migration patterns 
and outcomes. While public administrations implement laws and regulations, 
international organizations, like the International Organization of Migration (IOM), 
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and border agencies monitor, control, or try to prevent mobilities for not only crisis 
situations, but educational and professional opportunities (Lang, Pott & Shinozaki, 
2021). Research within migration studies often examines how these formal 
structures shape the opportunities and constraints for migrants, influencing their 
decision-making processes and access to rights and resources (Castles, de Haas, & 
Miller, 2014). 

While there are many areas one can study in migration from an infrastructural 
perspective, my work is particularly focused on reception. Since reception looks 
different depending on one’s local context, I further concentrate on reception in 
Italy. Regarding the major governmental organizations involved in the Italian 
reception process, one must understand the roles of SPRAR and CAS. SPRAR is 
the system for protection of asylum seekers and refugees, but does not host all 
refugees, asylum seekers and individuals with other forms of protection (Bassoli & 
Oggioni, 2017). CAS is the emergency solution put in place by the Ministry of the 
Interior in order to fulfill hosting needs when SPRAR is no longer available. CAS 
structures are typically large and host dozens of individuals, while the SPRAR 
arrangements are typically shared flats or smaller centers. Both SPRAR and CAS 
also occur in the second phases of the hosting system of Italy, given the initial is in 
government centers (Bassoli & Oggioni, 2017). There are also practices of 
reception that are more informal and driven in local contexts as a way to alleviate 
the shortcomings of the previously discussed approaches. For example, domestic 
hospitality is the initiative of everyday citizens in society to welcome refugees and 
other individuals with migration background into their homes (Boccagni & Giudici, 
2021).  

2 Previous Work in Lazio, Italy 
A pilot study of the field of reception in Italy was carried out in the summer of 2021 
while I interned at an organization focused on domestic hospitality practices. The 
findings, overall, noted a great deal of grassroots approaches to reception. 
Oftentimes, those involved in providing various forms of support for individuals of 
migration background identified with activist movements and other groups 
centered on equity and inclusion. This inspired curiosity pertaining to the 
collaboration and communication practices that takes place within and across 
infrastructures as well information equity practices of these groups. The pilot study 
findings also presented notions of creative infrastructure action, or the “resourceful, 
ad hoc and imaginative development of homegrown infrastructures and the work 
of integrating new tools into older infrastructures and cultural practices” (Jack et 
al., 2017, p. 6512).   
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3 Research Questions 
My research questions are exploratory in nature, inspired by this 2021 pilot study 
as well as literature on infrastructures, reception in Italy and information equity: 
How can creative infrastructural action be seen across the field of reception in Italy? 
What happens when an infrastructure breaks? How can infrastructures embody 
equity and inclusion? How are infrastructures manifested through relationships and 
networks? 

4 Methodological Approach 
My methods are mainly ethnographic in nature, with particular focus on critical 
approaches to interviewing and participant observation that focus on strength based 
perspectives. I also see documents as a key point of departure for understanding 
infrastructures. A document-focused study compliments a project looking at 
infrastructures within the field of reception because like migration, documents are 
not always fixated, but rather fluid and ever-changing. Much like other forms of 
data gathering, documents can tell the lived experiences of individuals. The 
working definition of a document that I use in my work is, “Any artifact that 
includes substantial references to the social processes to which it was produced or 
reproduced” (Shankar et. al, 2016, p. 59). A document-based perspective will not 
only offer insight into the social processes of reception, but the political and legal 
as well. “Documents do more than represent the world; they often also refer to the 
practices, objects, rules, knowledge, and organizational forms that produced them” 
(Shankar et. al, 2016, p. 62).  

Studying infrastructures is not an easy feat and therefore need diverse 
methodological approaches that offer holistic perspectives. Studying 
Infrastructures, or rather visualizing them, becomes possible when researchers 
account for both the categorical lens that considers both the construction and 
maintenance of systems as well as the experiences of actors involved in the 
infrastructure itself (Singh & Jackson, 2021). Previous epistemic approaches have 
been carried out to study infrastructures in a more holistic way. While previous 
work that directly applied theories to the study of infrastructures has made valuable 
contributions, there is still much to gain from inductive approaches in order to 
generate new theories. Therefore, studying infrastructures with a grounded 
theoretical approach that has an ecological design methodology allows for more 
greater understanding of both systems and actors. Ecological Design promotes a 
design methodology that values sustainability, interdisciplinary collaboration, and 
stakeholder participation. It aims to create information environments that not only 
function effectively but also contribute positively to the ecological, social, and 
cultural contexts in which they exist (Baker, 2004). 
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5 Expected Outcomes 
By focusing on the creative action of infrastructures and how it may (or may not) 
embody equity and inclusion, I believe this future case study will shed light on the 
unseen practices of reception work in Italy. I also hope to open conversation for 
organizations within the field of reception to reflect upon their own infrastructures 
that are constantly working in the background, invisible, but crucial.   
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Abstract. Through empirical investigations of collaborative practices, this research seeks 
to dissect the influence of social media influencers on the online shopping behaviours of 
Saudi women, a topic that has been relatively understudied in the existing literature. The 
objective is to advance the domains of CSCW and Human-Computer Interaction (HCI) by 
investigating the consumer online shopping practices, particularly how they are 
influenced by social media influencers and cultural contexts. It aims to understand how 
cultural and technical aspects impact digital shopping experiences in this specific context. 
Saudi Arabia, known for its unique blend of traditional and contemporary elements, 
provides an excellent context for studying the impact of the design and influencer 
marketing on women’s online shopping purchase decisions. The study explores the 
impact of cultural perspectives, especially from Saudi Arabian culture, on HCI design with 
the goal of improving the inclusivity and worldwide relevance of technological solutions. 
This research strengthens the field of HCI by highlighting the need of considering cultural 
sensitivity in design. Moreover, it enriches our understanding of consumer behaviours 
across different global contexts, emphasizing the insights from non-Western perspectives 
such as those in Saudi Arabia.  
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1 Introduction 
Social media use has dramatically affected how people communicate and interact 
with one another and how they receive information and news. Furthermore, it has 
changed customers’ behaviours; for example, customers now often consult 
reviews and other people’s opinions on social media (Alshammari and 
Almansour, 2020; DePaula et al., 2018; Djafarova and Rushworth, 2017). The 
affected activities include consumer intention and the actual buying behaviour. 
This change has made a significant impact on how marketing businesses manage 
their campaigns and ads and how people decide and make a purchase. A critical 
phenomenon that has taken place in social media communities is the introduction 
of Social Media Influencers (SMIs) - “online personalities with large numbers of 
followers, across one or more social media platforms (e.g., YouTube, Instagram, 
Snapchat, or personal blogs) [who] influence their followers” (Varghese and 
Agrawal, 2021). They have a significant impact on people’s daily choices, 
including purchasing habits (Arora et al., 2019). Furthermore, SMIs usually 
specialise in a particular area to increase the consumers’ trust in their opinions 
about a product or service (Hall, 2016; Lou and Yuan, 2019). This literature 
review aims to focus on the broad trends in relation to SMIs, consumer buying 
behaviour and purchase intention, while indicating the contextual gaps that have 
emerged in non-western cultures and specially in the contexts of Saudi Arabia. 

2 Literature Review 
Human-Computer Interaction (HCI) is a dynamic and interdisciplinary field that 
has witnessed considerable evolution over the past 40 years. It integrates a range 
of disciplines including Sociology, Psychology, Communication, Human Factors 
Engineering, and Industrial Engineering, reflecting its broad scope and 
multidisciplinary nature (Gurcan et al., 2021; Jinjuan et al., 2017). The 
Association for Computing Machinery (ACM) conceptualizes HCI as concerned 
with the creation, assessment, and application of interactive computing systems 
designed for human use, as well as the investigation of significant phenomena 
surrounding them (Hewett et al., 1992). This definition underscores the field’s 
commitment to improving the interface between humans and computers, 
highlighting its relevance in the digital age. 

Research within HCI has transitioned from a machine-centric to a human-
centric approach over the last six decades, with Gurcan et al. (2021) emphasizing 
the shift towards online communicative technologies and social media. This pivot 
is significant, considering the pervasive impact of social media on contemporary 
human-computer interactions. 
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In the rapidly evolving field of HCI, current research keenly explores the 
interaction between social media interfaces and user experiences, particularly 
emphasizing the critical role of cultural nuances in designing accessible and user-
friendly platforms (Cao and Loiacono, 2019) for diverse global audiences, 
including those in non-Western contexts like Saudi Arabia. 

Emerging research also delves into Social Media Influencers (SMIs) and their 
profound influence on followers, exploring themes of trust, platform governance, 
and the professionalization of influencers (Ki et al., 2022; Han et al., 2021; Niu et 
al., 2021; Establés et al., 2019; Weber and Ludwig, 2021). Studies like those by 
AlArfaj et al. (2019); Ahmed AlArfaj and Solaiman (2022) extend this inquiry to 
specific cultural and regional contexts, examining how trust in platforms and HCI 
design considerations impact consumer buying behaviours in places like Saudi 
Arabia. 

Furthermore, research by Weber and Ludwig (2021), alongside studies focused 
on the purchasing behaviours of young adults influenced by SMIs (Croes and 
Bartels, 2021; Djafarova and Rushworth, 2017), contribute to understanding the 
nuanced effects of social media within HCI. These studies collectively underscore 
the importance of HCI research in navigating the complex interplay between 
technology, social media, and different cultures, offering insights into the 
potential for HCI to shape and enhance the digital interactions. 

3 Research Questions 
This research seeks to evaluate the impact of social media influencers on the 
online purchasing behaviours of Saudi women. The Main Research Question: To 
what extent do social media influencers impact the online shopping behaviours of 
Saudi women? 

• RQ1: How do social media influencers in Saudi Arabia integrate e-
commerce elements into their online content to influence the purchasing 
behaviours of Saudi women? 

• RQ2: How do cultural preferences and values of Saudi women mediate the 
influence of SMIs on their purchasing decisions, particularly within the 
context of online endorsements and social media interactions? 

• RQ3: What design implications can be derived for e-commerce platforms 
based on their influence on the purchasing decisions of Saudi women? 

• RQ4: How do Saudi women perceive and evaluate their purchase decisions 
influenced by social media posts? 
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4 Method 
The concurrent parallel design introduced by Creswell (2013) was chosen as a 
basic mixed-methods design for this work. The convergent parallel design is 
defined as “concurrent quantitative and qualitative data collection, separate 
quantitative and qualitative analyses, and the merging of the two data sets” 
(Creswell and Plano Clark, 2017). This design was chosen because it provides a 
complete understanding of the phenomenon, as it covers qualitative and 
quantitative data that explain each other in depth and in more detail (Creswell and 
Plano Clark, 2017). Merging strategies in convergent designs has also been 
described as a varying form of data triangulation introduced by Denzin (1978), 
which will help to increase the accuracy and ensure the reliability of the results 
(Harrison et al., 2020; Turner et al., 2017). The qualitative data would be 
composed of semi-structured interviews and digital auto-ethnography. The 
transcripts of the semi-structured interviews, along with the diary entries of the 
digital auto-ethnography would be subjected to thematic analysis. While for the 
quantitative components of this research, which would include a survey and a 
sentiment analysis using Natural Language Processing (NLP), two primary modes 
of analysis will be used. The survey would run through performing statistical 
analysis. In the case of the NLP, sentiment analysis would be used on the 
comments sections of social media posts posted online by influencers to gain key 
critical insights from an NLP perspective regarding Saudi women and their 
consumer behaviour online. This study received ethical approval from The FST 
Research Ethics Committee (FSTREC) in Lancaster University, ensuring 
adherence to the highest ethical standards. 

5 Findings 
Through this ongoing study, fascinating patterns and trends have started to 
uncover that are closely linked to Saudi women online consumer behaviour. 
While the full conclusions are not final yet, these first findings provide a valuable 
view into the effect of Social Media Influencers (SMIs) on Saudi women online 
shopping behaviours. For example, the early data gathered from semi-structured 
interviews with Saudi women who follow SMIs and practice online shopping 
have shown indications of the strong impact of social bonds on the consumer 
online behaviour among Saudi women. This preliminary evidence implies that the 
study delves into several interesting themes explained in the following. The study 
indicates the appearance of the theme ’Influence of Friends and Family on online 
Buying Decisions’, revealing the fascinating convergence of traditional family 
guidance in Saudi Arabia with the impact of digital influences (Mabkhot et al., 
2022). Within the context of Human-Computer Interaction (HCI), this discovery 
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highlights the need of digital interfaces integrating traditional cultural values with 
the dynamism of current social media (Servidio et al., 2015). Likewise, within the 
context of the theme ’Parasocial Relationships with SMIs and Building Trust’, the 
important impact of social media influencers is influenced by cultural 
perspectives on trust and credibility. HCI designers have the task of developing 
platforms that align with the culturally distinct expectations of users (Kyriakoullis 
and Zaphiris, 2016). The significance of culturally responsive HCI design is 
highlighted by the data, emphasising the need for technology to be in integration 
with the distinct cultural landscape of non-western countries such Saudi Arabia 
(Jagne and Smith-Atakan, 2006). Regarding the theme of ’Promotion of Online 
Shopping vs In store Shopping’, the research reveals an interesting cultural shift 
towards online shopping, which may be attributed to the impact of digital 
marketing tactics (Al Hamli and Sobaih, 2023). This transition necessitates 
Human-Computer Interaction (HCI) solutions that not only cater to usability but 
also align with the cultural preferences of Saudi women (Shen et al., 2023). The 
theme ’Incentivizing Online Shopping via SMIs’ highlights the importance of e-
commerce platforms including cultural awareness into its design. This ensures 
that incentives and promotions are both culturally acceptable and successful 
(Gefen and Heart, 2008). These observations emphasise the important role of 
Human-Computer Interaction (HCI) in creating digital platforms that are not just 
technically skilled, but also deeply integrated into the cultural background of their 
users, especially when it comes to involving the growing market of Saudi women 
(Kumar and Dell, 2018). 

6 Future Work 
During the next phases of this study, the main objective will be to successfully 
finish and incorporate various data gathering techniques. The autoethnographic 
component seeks to give personal insights into the cultural context of online 
buying behaviours among Saudi women, presenting a distinctive narrative 
viewpoint (Rapp, 2018). Simultaneously, the work would continue further out 
with using Natural Language Processing (NLP) to analyse social media content. 
This will allow to identify patterns and attitudes pertaining to e-commerce and 
influencer marketing within the Saudi context. Moreover, the examination of 
survey data will enhance these qualitative observations by providing numerical 
evidence, enhancing the comprehension of the wider patterns in consumer 
behaviour. Expanding upon these results, there will be a notable emphasis on 
understand the implications of HCI design. The objective of this project is 
transforming the knowledge acquired via the comprehensive research method into 
actionable suggestions for e-commerce platforms, particularly those focused on 
the Saudi market in order to cater to the unique cultural and behavioural 
requirements of Saudi women (Dourish, 2006). In conclusion, a delve into the 
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broader impact of the findings on worldwide e-commerce strategies and digital 
marketing practices. Understanding how global e-commerce platforms can adapt 
to varied cultural settings will be crucial by integrating cultural subtleties in 
technology usage and customer behaviour patterns. This study is anticipated to 
make a substantial contribution to both the academic field and practical 
implementations, providing vital perspectives for the ever-changing realm of 
digital commerce and technological development (Broeder and Gkogka, 2020). 
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