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Abstract. In the dynamic intersection of business and technology, teams of specialists
must collaborate to solve complex problems and drive important projects. However, there’s
a space for improvement in our understanding of cross-domain collaboration within IT
projects. This research addresses this gap by analyzing collaborative knowledge work
practices, emphasizing the impact of industrial practices and organizational arrangements
on knowledge sharing. Employing an extensive literature review with content analysis and
thematic synthesis, the study uncovers key findings, including the delicate balance
between formal and informal knowledge, obstacles in sharing process knowledge, the
interplay between human and procedural factors, the significance of cross-functional
cooperation, and the role of online and offline interactions. Moreover, it explores the
impact of collaboration, competition, and satisfaction with communication mediums on
knowledge quality, revealing hidden costs associated with expediting product
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development. Ultimately, this research contributes valuable insights to knowledge sharing
and management research within cross-domain projects. It stresses the urgency for
context-specific, evidence-based approaches to knowledge management in the IT sector.

1 Introduction

Collaborative knowledge work involves individuals or teams with diverse
backgrounds coming together to share expertise and collaborate on projects or
tasks, as highlighted by various studies (Hetemi et al., 2022b; Ghobadi and
D’Ambra, 2012; Wiesner et al., 2016). This concept can be likened to friends
pooling their study materials to help each other understand a subject before a
major exam. In business and technology, specialized teams often need to join
forces, share insights, and work collectively to tackle intricate problems and
achieve significant milestones (Edmondson and Nembhard, 2009).

Barbosa et al. (2022) forecasts a future where automation streamlines tasks,
affording workers more time. With information becoming increasingly accessible
and inexpensive, facilitated by the Internet’s expansive knowledge base, workers
are poised to leverage this surplus time for learning, leisure, or supplemental
employment. Companies can implement work-sharing strategies to address
concerns of technological unemployment, as proposed by Lima et al. (2021), to
redistribute work among employees effectively. Organizations frequently embark
on IT projects to develop new technologies, software, or systems (Hetemi et al.,
2022b; Precup et al., 2023; Hetemi et al., 2022a). These projects are inherently
complex and require experts from various fields or domains (Hetemi et al., 2022b).
Analogously, envision the construction of an automobile, where engineers,
designers, and electronics specialists must collaborate seamlessly for a successful
outcome. However, facilitating effective collaboration among experts from
different domains can be complicated. They may use different terminology,
employ distinct methodologies, or be situated in disparate geographical locations,
introducing challenges to seamless collaboration (Hetemi et al., 2022b; Precup
et al., 2023; Hetemi et al., 2022a).

In contemporary organizations, managers increasingly assemble
cross-functional teams comprising individuals with diverse expertise to tackle
complex problems within tight timeframes. Despite the prevalence of best
practices to enhance cross-functional team performance, organizations often
grapple with achieving optimal outcomes (Majchrzak et al., 2012). Nicolini et al.
(2012) identify three essential types of work that facilitate cross-disciplinary
collaboration: fostering motives for collaboration, enabling participants to traverse
boundaries, and establishing the necessary infrastructure for collaborative
activities to thrive. However, effective knowledge integration within
cross-functional teams necessitates a transformative process. Making tacit



knowledge explicit through codification can alleviate barriers to learning and
enhance knowledge transfer within organizational routines (Bechky, 2003).

Various aspects of collaborative knowledge work in IT projects were explored,
including professionals’ interaction methods, strategies to overcome obstacles, and
the role of technology in facilitating better collaboration. The overarching goal is
to identify ways to enhance collaboration, leading to more efficient and successful
IT projects and innovations amid the ever-changing technological landscape.

The review articles collectively address challenges and strategies related to
knowledge sharing, collaboration, and cross-domain cooperation (Hetemi et al.,
2022a; McNealy, 2017; Nambisan and Wilemon, 2000) within project-based
organizations (McNealy, 2017), research and development (R&D) projects (Precup
et al., 2023), inter-organizational collaborations (Hetemi et al., 2022a),
cross-functional teams (Ghobadi and D’Ambra, 2012), collaborative
product-service system design (Wiesner et al., 2016), large-scale infrastructure
projects (Hetemi et al., 2022a), and the impact of information technology on
knowledge sharing within teams (Hetemi et al., 2022b), among others. Thus, the
study aims to address specific challenges and issues, proposing potential solutions
within the scope of this investigation. The reviewed articles focus on
understanding and improving collaboration among experts from diverse fields in
Information Technology (IT) projects. The emphasis is on how these professionals
can effectively communicate their expertise and cooperate to ensure the success of
projects, particularly in the dynamic IT landscape (Edmondson and Nembhard,
2009). This is important in the constant evolution of technology, requiring
businesses to adapt swiftly to maintain competitiveness.

This research addresses several challenges. One major issue is the effective
sharing and collaboration of knowledge among individuals or teams with diverse
expertise, spanning organizational boundaries (Hetemi et al., 2022a; Ghobadi and
D’Ambra, 2012; Wiesner et al., 2016; Nambisan and Wilemon, 2000; Olaisen and
Revang, 2017). Another challenge lies in the temporary nature of projects, which
can impede efforts to create, share, and reuse knowledge (Hetemi et al., 2022b;
Ghobadi and D’Ambra, 2012; Wiesner et al., 2016; Newell et al., 2006; Nambisan
and Wilemon, 2000). The integration of information technology into
organizational practices is a further challenge, requiring a balance between
technology-driven knowledge sharing and human interactions, as well as effective
use of IT tools for knowledge management (Hetemi et al., 2022b; Precup et al.,
2023; McNealy, 2017; Ghobadi and D’Ambra, 2012; Wiesner et al., 2016; Newell
et al., 2006; Nambisan and Wilemon, 2000; Olaisen and Revang, 2017; Choi et al.,
2010). Additionally, difficulties arise in sharing explicit and tacit knowledge across
domains and functional areas (Hetemi et al., 2022b,a; McNealy, 2017; Ghobadi
and D’Ambra, 2012; Wiesner et al., 2016; Nambisan and Wilemon, 2000).
Collaboration and coordination within multidisciplinary teams, particularly in
complex and time-constrained projects, present ongoing challenges (Hetemi et al.,
2022b; Precup et al., 2023; McNealy, 2017; Ghobadi and D’Ambra, 2012).



This research offers insights into how collaborative practices impact
knowledge work across various contexts and industries, shedding light on
teamwork dynamics. It may also provide a better understanding of
knowledge-sharing strategies, not only in project-based organizations but also in
diverse team setups. Furthermore, it underscores the pivotal role of information
technology in supporting effective knowledge sharing and management within
organizations. Ultimately, it enhances knowledge-sharing practices to improve
organizational performance and competitiveness. In conclusion, these
contributions deepen our understanding of collaborative knowledge work and its
vital role in modern businesses.

2 Methodology

This section outlines the methodology for research collaborative knowledge work
within IT projects. Our approach is ad-hoc, designed to comprehensively explore
various facets of collaborative knowledge work in this dynamic domain.

Our research design adopts a qualitative approach to gathering and analyzing
existing literature related to collaborative knowledge work in IT projects. This
approach was chosen due to the complex and multi-faceted nature of the subject
matter, which is related to knowledge sharing, collaborative work, and
cross-domain cooperation within various project-based contexts, particularly
information technology, which is our focus. Therefore, practically, the mission of
this research is to address specific problems and suggest solutions to highlight the
factors that help share knowledge and enhance project results.

2.1 Data Collection

We searched extensively ad-hoc literature using academic databases, journals, and
conference proceedings, including Scopus, IEEE, and ACM databases. We also
performed a snowballing process. Keywords and phrases in query strings included
“collaborative knowledge work”, “knowledge sharing in IT projects”,
“collaboration strategies”, “knowledge sharing”, “knowledge work”,
“project-based organizations”, “collaboration in cross-functional teams”, and
“cross-domain knowledge sharing” were used to identify relevant articles.

Initially, about 50 articles were scanned to determine their relevance. A more
focused review followed, analyzing titles and abstracts to identify pertinent. In this
step, we selected 31 results for further analysis. In a thorough exploration, the
studies that cited articles were also examined, and this process cascaded through
several layers of articles hierarchically, creating a comprehensive exploration of the
literature. As a result of this process, ten main articles were chosen for full reading,
as shown in Table I.

The inclusion criteria for selecting research articles published in peer-reviewed
journals and conferences are collaborative knowledge work in IT projects,
knowledge work practices, knowledge work strategies in cross-functional teams,



Table I. List of the analyzed articles.
Year Title Reference
2023 Collaborative Tool to Support Knowledge Sharing

and Innovation in an RD Project
Precup et al. (2023)

2022 Collaborative practices of knowledge work in IT
projects

Hetemi et al. (2022b)

2022 Inter-organisational collaboration and knowledge-
work: A contingency framework and evidence from
a megaproject in Spain

Hetemi et al. (2022a)

2017 Knowledge management practice strategies in
project-based Organizations

McNealy (2017)

2017 Working smarter and greener: Collaborative
knowledge sharing in virtual global project teams

Olaisen and Revang
(2017)

2016 Requirements for cross-domain Knowledge Sharing
in collaborative Product-Service System design

Wiesner et al. (2016)

2012 Knowledge sharing in cross-functional teams: a
coopetitive model

Ghobadi and
D’Ambra (2012)

2010 The impact of information technology and transaction
memory systems on knowledge sharing, application,
and team performance: A field study

Choi et al. (2010)

2006 Sharing knowledge across projects: limits to ICT-led
project review practices

Newell et al. (2006)

2000 Software development and new product development:
Potentials for cross-domain knowledge sharing

Nambisan and
Wilemon (2000)

knowledge work sharing in cross-domain projects, cross-domain knowledge
sharing, and collaborative knowledge sharing in project teams. Besides their
relevance, including articles in the selection list depended on their publication date.
In this sense, all efforts were made to ensure that most articles were published later
than 2010. The selected literature spans various contexts, methodologies, and
findings to ensure a comprehensive review.

2.2 Data Analysis

The selected literature underwent content analysis. Each article’s findings,
methodologies, and key themes were systematically reviewed and categorized. In
the research process, abstracts were carefully reviewed to pinpoint articles aligned
with the review’s objectives, prioritizing those directly contributing to the focus.
An extensive literature review involved a further survey of around 30 articles. The
main and sub-articles were analyzed to extract critical insights and findings on
collaborative knowledge work within IT projects.

A thematic synthesis approach identified common themes and patterns across
the literature. This involved extracting key insights, strategies, challenges, and



outcomes related to collaborative knowledge work in IT projects and similar
contexts. Themes, trends, patterns, and potential areas for future research were
identified.

3 Results

We present the results in three parts. First, we briefly summarize the objectives and
methodologies of the articles analyzed so that you can get to know them better.
Then, we summarize the findings in the articles to present a synthesis of our
findings. Finally, we analyze the findings and extract the proposed collaborative
work best practices and strategies.

3.1 Synthesis of the Articles

Hetemi et al. (2022b) outline a framework for the future of crowd work, focusing
on complex tasks in online marketplaces, using ideas from organizational behavior
and distributed computing to explore how people work together on IT projects.
They stress how crucial it is for people from different knowledge areas to
collaborate and communicate effectively. They conducted interviews and studies
with managers from six IT companies. They found three key ways: expressing
differences to encourage new ideas, using shared documents and tools to help team
members share knowledge, and making sure everyone on the team talks to each
other often to achieve their goals.

Precup et al. (2023) address the challenges encountered in large research and
development (R&D) projects that involve people from all over the world working
virtually. They propose an online collaborative framework for managing these
projects effectively. The framework has five components: Project Goals, Actions
(work packages, tasks), Teams (Human resources), Results (Project outputs), and
Community (collaboration tools) to enhance collaboration within virtual teams. It
helps manage the project, keep everyone informed, and ensure people share their
knowledge. While they don’t explicitly discuss knowledge work practices, their
plan aims to create an environment encouraging effective knowledge sharing and
collaboration.

Hetemi et al. (2022a) examine how people share knowledge in large-scale
projects with a high-speed rail project case study in Spain. They introduce a
system with four different methods to understand better how knowledge flows in
such projects. These methods encompass various ways of sharing knowledge, such
as direct conversations, informal project documents, and group collaborations.
Their findings highlight the importance of project setup, the type of knowledge
involved, and how information is learned and shared. They also highlight the role
of industry norms and regulations in shaping knowledge-work practices,
particularly in the early stages of a project. They emphasize the importance of
contextual knowledge governance and the need for aligning knowledge work with
industrial features. They challenge the assumption that Information and



Communication Technology (ICT) tools guarantee effective knowledge
management.

McNealy (2017) focuses on understanding how knowledge is managed within
project-based organizations and its influence on business leaders’ decisions. The
study addresses the issue of profit loss attributed to insufficient knowledge sharing
within companies. It identifies six key themes: communication, overcoming
barriers, centralized resource centers, training and development, technology, and
informational briefings. These themes explore how knowledge is transferred, the
challenges encountered in managing knowledge, the resources and processes
involved, methods for learning, digital tools for knowledge sharing, and the
competitive advantage gained. The ultimate goal of this research is to enhance
knowledge sharing, which, in turn, is expected to promote positive social change
by encouraging collaboration and development at various levels within
project-based organizations, including individuals, communities, organizations,
cultures, and societies.

Ghobadi and D’Ambra (2012) introduce a predictive model for effective
knowledge sharing in cross-functional project teams. They emphasize that
knowledge sharing isn’t just about sharing information; it’s about ensuring that the
shared knowledge is informative, useful, and seamlessly integrated into practical
solutions. The study examines how cooperation and competition within project
teams affect knowledge-sharing quality. Cooperation enhances understanding and
knowledge-sharing quality, while different types of competition have diverse
effects on knowledge quality. Competition for resources can impact cooperation
and knowledge-sharing quality. When team members work together smoothly,
they better understand and share innovative knowledge, resulting in higher-quality
knowledge sharing. They investigate how various forms of competition influence
the effectiveness of knowledge sharing. It explores how different competitive
dynamics can shape the sharing of knowledge. When teams compete for intangible
assets such as ideas or concepts rather than physical items, their cooperation tends
to decrease, leading to a decline in the quality of knowledge sharing. Encouraging
cooperation is proposed as a means to address this challenge and enhance
knowledge-sharing quality. On the other hand, when teams compete for physical
assets such as equipment or materials, it tends to promote communication and
knowledge sharing among them. This can result in improved knowledge-sharing
practices.

Wiesner et al. (2016) emphasize the growing importance of knowledge
management in collaborative product and service design, particularly in
Product-Service Systems (PSS), where tangible and intangible components are
interdependent. The text outlines the roles of various stakeholders involved in PSS
design, such as customers, PSS providers, production and service networks, and
suppliers. It also identifies the types of knowledge that need to be shared,
encompassing explicit (e.g., market needs, product specifications) and tacit
knowledge (e.g., skills, know-how, emotions). Furthermore, it discusses
requirements for effective knowledge sharing in PSS design, highlighting the



necessity for tools and mechanisms capable of representing PSS-related elements,
fostering collaboration across different domains, translating informal content into
PSS terminology, and visualizing knowledge to facilitate its combination and
evaluation. Overall, it highlights the need for an integrated method for sharing
explicit and tacit knowledge in PSS design.

Newell et al. (2006) investigate the difficulties associated with knowledge
sharing among projects within organizations. They propose an alternative
approach that diverges from relying solely on ICT for inter-project knowledge
exchange. Instead, their approach advocates for fostering connections and
knowledge sharing within groups or networks within the organization. The
emphasis is on comprehending and disseminating processes (the how and why of
actions) rather than merely showcasing results (what was achieved). The study
highlights the importance of individuals who can facilitate connections among
diverse project teams to enable the sharing of valuable knowledge. It also
recommends a hybrid approach combining ICT tools with personal networks for
more effective knowledge sharing.

Nambisan and Wilemon (2000) aim to understand how software development
and new product development can learn from each other and explore knowledge
work practices by comparing new products and software development across a few
dimensions. The Teamwork Management dimension discusses team-related
aspects such as team formation, team building, team leadership, and the role of
functional managers in both software development and new product development.
In this context, knowledge work practices mean working well together as a team
and having good leadership. Accelerated Product Development emphasizes the
importance of speeding up product development and presents theoretical
frameworks and strategies for achieving this goal. It highlights the need for
efficient knowledge sharing to accelerate development processes.

Olaisen and Revang (2017) investigate the impact of online technology
platforms on knowledge sharing and collaboration within virtual teams. The author
contends that virtual teams can effectively achieve knowledge sharing,
collaboration, and innovation through these platforms, even without face-to-face
interactions. The key to success lies in frequent online interactions and trust in
team members’ competence, resulting in reduced travel and environmentally
sustainable work practices. The study highlights five key strategies: virtual teams
can share high-quality knowledge through online platforms, minimizing the need
for in-person meetings; valuable knowledge exchange in virtual teams requires
regular online interaction, both professionally and socially; trust in team members’
competence is essential for fostering knowledge exchange and quality in virtual
teams; task-oriented communication can lead to successful knowledge sharing and
innovation without face-to-face meetings; and online collaboration facilitates
global knowledge sharing, reducing travel requirements and enhancing meaningful
work experiences.

Choi et al. (2010), explores the role of information technology in developing
Transactive Memory Systems (TMS) and its impact on knowledge sharing and



application, which in turn influence team performance. Knowledge sharing is vital
to effective knowledge management practices and positively impacts team
performance. Aside from knowledge sharing, knowledge application is also crucial
for teams to address challenges and make collective decisions. Effective
collaboration and integrating existing knowledge are also essential for teams to
apply shared knowledge effectively in new contexts, ultimately contributing to
team performance. This study underscores the significance of both knowledge
sharing and knowledge application. However, knowledge sharing alone is not
enough to improve team performance. The shared knowledge must also be
effectively applied. Knowledge sharing, application, and collaboration concepts
are discussed in the context of team performance.

3.2 Findings

Collaborative knowledge work involves important concepts like cooperation and
competition (Ghobadi and D’Ambra, 2012), sharing knowledge, both tacit and
explicit, interdisciplinary teams, and technology tools (Wiesner et al., 2016).
While some studies view knowledge as a management tool for achieving goals,
challenges arise in maintaining, sharing, and reusing knowledge (Precup et al.,
2023), especially within the dynamic environment of project-based organizations
and the IT industry with its interdependent and fragmented teams (Hetemi et al.,
2022b).

In reviewing the selected articles, several key trends and common themes
emerge, each shedding light on critical aspects of knowledge sharing in
organizational settings.

The first theme, Communication as a Foundation, underscores the consistent
emphasis on effective communication as a foundational element for knowledge
sharing. This spans various face-to-face interactions, emails, meetings, and
technology platforms, highlighting the importance of maintaining transparent and
open communication channels. McNealy (2017) address how knowledge is
transferred and the challenges encountered in managing knowledge.

Within Training and Development, a recurring theme emphasizes the
significance of investing in training and development for project managers and
team members. This encompasses formal training, mentoring, coaching, and
web-based resources to enhance skills and knowledge. McNealy (2017)
emphasizes the importance of training and development for enhancing knowledge
sharing.

In Technology Facilitation, technology plays a key role in enabling knowledge
sharing and collaboration. This includes intranets, knowledge management
systems, social media, and online platforms, all enhancing communication and
connecting team members for real-time knowledge exchange. Wiesner et al.
(2016) emphasize the necessity for tools and mechanisms to foster collaboration
and translate informal content into usable knowledge. Olaisen and Revang (2017)



highlight the impact of online technology platforms on knowledge sharing and
collaboration within virtual teams.

Teamwork and Collaboration are essential to successful knowledge sharing.
The articles consistently stress the importance of teams in sharing knowledge,
problem-solving, and achieving project goals. Ghobadi and D’Ambra (2012)
provide insights into how cooperation and competition within project teams
influence knowledge-sharing quality, which adds to the discussion on different
forms of competition affecting knowledge quality. Nambisan and Wilemon (2000)
discuss the importance of teamwork and leadership in both software development
and new product development, aligning with knowledge work practices. Choi et al.
(2010) explores the role of information technology in developing Transactive
Memory Systems and its impact on knowledge sharing and team performance.

In Cross-functional Collaboration, a particularly relevant aspect of IT projects,
there is a positive influence on knowledge quality and sharing. Hetemi et al.
(2022a) discuss the role of industry norms and regulations in shaping
knowledge-work practices, affecting effective cooperation among different
organizational functions.

In Knowledge Types, authors recognize that knowledge exists in various forms,
encompassing formal (documented information) and informal (skills and
know-how) types. Both are deemed crucial for achieving successful project
outcomes. McNealy (2017) discuss the different types of knowledge and the
resources and processes involved in managing knowledge within project-based
organizations. Wiesner et al. (2016) elaborate on the types of knowledge relevant
to collaborative product and service design, where tangible and intangible
components are interdependent. They also identified the types of knowledge
shared, both explicit (e.g., market needs, product specifications) and tacit (e.g.,
skills, know-how, emotions).

In Project Characteristics, aspects like importance and communication
medium satisfaction are identified as significant factors affecting knowledge
quality and sharing. In Hetemi et al. (2022a) findings, knowledge flows in
large-scale projects show the importance of contextual knowledge governance and
aligning project setup and knowledge types.

Customizable Frameworks are recommended to address project failure factors
and promote collaboration, exemplified by the online collaborative framework
tailored for managing large research and development projects developed by
Precup et al. (2023). These frameworks can be customized to fit an organization’s
specific needs.

Social Interaction and Online Platforms are capable of a significant impact on
knowledge sharing. Technological platforms, particularly online ones, facilitate
knowledge sharing without extensive offline social interactions. Hetemi et al.
(2022a) findings expand the understanding of how ICT tools impact knowledge
management and the challenges associated with effective knowledge sharing.
Newell et al. (2006) advocate for fostering connections and knowledge sharing



within groups or networks within organizations, rather than relying solely on ICT
for inter-project knowledge exchange.

These themes and trends represent recurring patterns and recommendations or
potential areas for further exploration in knowledge sharing and management
within project-based organizations and cross-domain projects, particularly in the
IT context, as discussed in the selected research articles. However, whether these
themes and trends are applicable in all projects will depend on several factors,
including the nature of the project, the industry, the organization’s culture, and its
specific context. Different projects and organizations can prioritize and implement
these themes to varying degrees based on their unique needs and circumstances.

3.3 Proposed Best Practices

Based on the research done in the present work, the collaborative work practices
and strategies are crucial for improving cross-domain collaboration and knowledge
sharing in Information Knowledge projects, as shown in Table II.

4 Discussion

The selected works highlight various facets of knowledge sharing, knowledge
management, collaboration, and the challenges of cross-domain collaboration in
projects, particularly in IT. This heterogeneity can be attributed to several factors,
including differences in research methodologies, sample sizes, geographic
locations, and each study’s specific focus and objectives. While the heterogeneity
among the results of the selected articles poses challenges to drawing uniform
conclusions, it also highlights the complex and multifaceted nature of knowledge
sharing in project-based organizations and cross-domain projects. It is crucial to
consider the organization’s and project’s specific context and characteristics to
derive meaningful insights.

Hetemi et al. (2022b) emphasize the need for in-depth dialogue-based practices
and recognizing knowledge work as a situated and evolving activity. Furthermore,
the introduction of collaborative project management frameworks and online tools
aims to improve collaboration and knowledge sharing in R&D projects and virtual
teams (Precup et al., 2023). Additionally, Motta et al. (2022) underscores the
similarities between meetings and knowledge management techniques,
emphasizing the role of knowledge creation, capture, and reuse, highlighting how
managing knowledge generated during meetings can significantly impact process
optimization and inform future collaborative endeavors.

The impact of industry norms and regulations on knowledge-work practices is
explored in these works, emphasizing the importance of contextual knowledge
governance (Hetemi et al., 2022a).

Moreover, articles stress the significance of knowledge management practices
in project-based organizations and the risks of neglecting knowledge sharing,
proposing specific strategies for improvement (McNealy, 2017). The



Table II. Best Practices for Collaborative Work.
# Title Description
1 Open

Communication
Promoting open and transparent communication within
a team involves actively sharing information, openly
discussing ideas, and maintaining clear communication
channels.

2 Team Building Team building activities and strategies are commonly
recommended for enhancing collaboration. These activities
help team members get to know each other better, build trust,
and foster a sense of camaraderie.

3 Training and
Development

Emphasizing team member growth, various articles
recommend providing skill-building workshops, mentoring
programs, and coaching to enhance capabilities.

4 Knowledge
Sharing
Platforms

Implementing knowledge-sharing platforms and tools is a
common strategy. These platforms can include intranets,
social media, and knowledge management systems designed
to facilitate the exchange of information and expertise.

5 Flexible Work
Environments

Creating flexible work environments that allow for remote
collaboration is mentioned in multiple articles. This
includes using technology to support virtual teamwork and
accommodating different work styles.

6 Leadership and
Role Clarity

Effective leadership and clearly defined team roles are
highlighted as essential. Strong leadership can set the tone
for collaboration, while role clarity ensures team members
understand their responsibilities.

7 Recognition and
Incentives

Recognizing and rewarding individuals and teams for their
contributions to knowledge sharing and collaboration is a
common practice. Incentives can motivate team members to
participate and share their expertise actively.

8 Continuous
Improvement

Articles emphasize the need for a continuous improvement
culture, urging teams to consistently evaluate processes, learn
from experiences, and make collaborative enhancements.

9 Cross-
Functional
Teams

Creating cross-functional teams composed of members with
diverse skills and backgrounds is mentioned to bring different
perspectives to problem-solving and innovation.

10 Documentation
and Knowledge
Capture

Documenting processes, lessons learned, and best practices
is a common strategy for preserving and sharing knowledge
within teams and organizations.

multi-dimensional competitive model introduced in one study offers insights into
effective knowledge sharing in cross-functional project teams (Ghobadi and
D’Ambra, 2012). In contrast, another study balances explicit and tacit knowledge
in developing Product-Service Systems (Wiesner et al., 2016).



The potential of online technology platforms to support trust, knowledge
sharing, and collaboration in professional teams is highlighted, challenging the
notion that face-to-face meetings are essential (Olaisen and Revang, 2017). Lastly,
the role of IT tools in facilitating TMS development within organizational teams is
discussed (Choi et al., 2010), emphasizing their mediating role in knowledge
sharing, application, and team performance. These discussions shed light on the
evolving landscape of knowledge management and collaboration across diverse
organizational settings and industries, especially in IT.

5 Conclusions

Collaborative knowledge work involves diverse individuals or teams pooling
expertise for projects, akin to friends sharing study materials before exams.
Specialized teams in business and technology must unite, share insights, and solve
complex problems collaboratively. In this research, we explore collaborative
knowledge work in IT projects, investigating professional interactions, strategies to
overcome challenges, and the role of technology in fostering better collaboration.

In this work, we performed a literature review on knowledge work practices,
focused on using cross-domain collaboration in IT Projects. The research articles
highlighted the importance of effective communication, centralized knowledge
repositories, and cross-functional collaboration in successful IT projects. They
recognized the diverse forms of knowledge and emphasized the role of technology
in facilitating knowledge sharing and improving team performance.

The review synthesizes existing knowledge-sharing and management research
in cross-domain IT projects, offering insights into common themes and challenges.
It underscores the need for context-specific approaches to knowledge management.

While conducting this literature review, certain limitations should be
acknowledged. Firstly, the selection of studies was done in an ad-hoc manner,
potentially introducing bias and subjectivity into the process. The lack of a
predefined and documented search strategy could impact the transparency and
reproducibility of our review, making it challenging for others to replicate the
study selection process. Secondly, there is a noticeable heterogeneity among the
findings of the selected research articles in this review. While the heterogeneity
among the results of the selected articles poses challenges to drawing uniform
conclusions, it also highlights the complex and multifaceted nature of knowledge
sharing in project-based organizations and cross-domain projects.

In future research, exploring advanced technology solutions, such as AI-driven
collaboration platforms, virtual reality environments, and augmented reality tools,
is essential to enhance cross-domain collaboration in IT projects. Additionally,
there is a need to develop interdisciplinary collaboration models that bridge the
gap between IT and other domains, facilitating knowledge sharing and innovation
in cross-domain IT projects. Furthermore, investigating the long-term
sustainability of knowledge transfer and collaboration efforts in IT projects is
crucial to exploring how organizations can maintain effective knowledge-sharing



practices over time. These efforts should be complemented by research into
training programs that equip IT professionals with the competencies needed for
cross-domain collaboration and effective knowledge sharing.
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Introduction

With the ubiquity of information systems came the rise of computer-mediated
communication (CMC) (Hohenstein and Jung (2018); Chen et al. (2019)).
Advances in machine learning and artificial intelligence as a whole during the last
decade paved the way for intelligent systems that can act as agents (i.e., chatbots,
virtual assistants) or co-authors by suggesting replies, autocompleting messages,
translating or correcting texts (Sundar and Lee (2022)). Users are interacting with
these tools daily (Goldenthal et al. (2021)) in what is known as artificial
intelligence-mediated communication (AI-MC). AI-MC became omnipresent
thanks to both a constant increase in products and devices integrating AI solutions
as well as recent breakthroughs in machine learning applied to natural language
processing such as translation, autocompletion (Chen et al. (2019)) or generative
models for text (Dwivedi et al. (2023)).

Figure 1. Examples of smart replies proposed to users of communication systems. On the left side,
smart replies as featured in Gmail online client. On the right side, shorter smart replies offered by
Android Messages.

This work focuses on smart replies: reply suggestions generated by an AI so
users can quickly answer a message without writing anything themselves, as
shown in Figure 1. When receiving a message, many communication tools and
platforms offer to choose from pre-written answers that can either be sent as is or
manually completed. These responses are mostly intended to replace short
messages like the ones exchanged in instant messaging applications (Microsoft
Teams, Facebook Messenger), by text message (Android’s Messages app), or by
email (Gmail, Outlook) with a quarter of all emails being shorter than 20 words
(Kannan et al. (2016)). We can, for example, point out that 10% of the 300 billion
emails sent every day (Pettey (2021)) include AI-generated smart replies (Kannan
et al. (2016)). Faced with a growing use of these tools, companies like Google now
offer access to advanced smart reply models and text generation algorithms as API
so AI can be integrated into third-party software as a co-author and writing
assistant.



Related work

The usage of artificial intelligence-mediated communication has been widely
studied following the rise in popularity of such technologies (Robertson et al.
(2021)). Many research projects focus on the perception by the recipient of
messages written by an AI (Liu et al. (2022); Mieczkowski et al. (2021); Angelis
and Gonçalves (2020); Jakesch et al. (2019)) even though, in most real-life
scenarios, the status of the sender is never disclosed and the recipient in unaware
that an AI co-authored the message.

Studies on the perception and usage of authors using AI tools are rare. Few
researchers studied the criteria underpinning the acceptance of smart replies
(Robertson et al. (2021); Asscher and Glikson (2021)) or their influence on
communication (Hohenstein and Jung (2018)) from the sender’s perspective. Some
studies mention the role of autonomy and agency for the author (Barlas (2019);
Candrian and Scherer (2022)) but without accounting for the various usage
contexts and their impact on whether the sender will delegate writing to an
automated system. Both in computer science (Ribeiro et al. (2016); Schaffer et al.
(2019); Cai et al. (2019)) or psychology (Goldenthal et al. (2021)), most of the
analyses conducted are quantitative, and few offer a qualitative analysis of such
interactions in AI-mediated communication (Hohenstein and Jung (2018);
Robertson et al. (2021); Shin et al. (2022)).

Data on the actual usage of these technologies is scarce. In most experimental
studies, users are encouraged or forced to use smart replies (Hohenstein and Jung
(2020); Mieczkowski et al. (2021)), not taking into account their willingness to
use smart replies in their daily communications. Some results and ongoing work
from qualitative analysis of interviews point toward a lack of interest regarding the
usage of smart replies (Liu et al. (2022); Mieczkowski and Hancock (2022)) without
establishing criteria for user adoption.

Our work aims toward both a qualitative and quantitative analysis of how
authors perceive smart replies suggested by an AI. Through surveys and interviews
with users of such systems, we identify usage criteria for reply suggestions and
explore the author’s perception of theses communication tools. We specifically
emphasize the author’s sincerity and its correlation with the usage of smart replies.
Existing results underline how the use of AI causes messages to be perceived as
less sincere (Glikson and Asscher (2023)) with a lower trust toward the sender (Liu
et al. (2022)). These results are focused on the perception of the recipient of those
messages. Instead, we focus solely on the author’s perception. By conducting two
a priori analyses and sampling the smart replies used in our surveys, we ensure
that smart replies are appropriate to each simulated scenario and that their quality
will not impact the usage of AI-generated replies.

We can then formulate the following research questions:
• How often are smart replies used by authors?
• Does the usage of smart replies depend on the context (personal or

professional) of the communication?



Methods

Our goal for this study is to offer participants a series of communication scenarios
where they have to reply using prewritten AI suggestions or by writing their own
replies. To reflect the diversity of use cases for AI-MC, we chose two
communication contexts representative of situations where such suggestions are
used: one involves communication between colleagues via Gmail, and the other
involves communication between acquaintances using the text messaging
application Messages. The surveys were conducted with French-speaking students,
so all scenarios, messages, and smart replies were in French. Related to
professional scenarios, all the students enrolled in this survey had prior
professional experience include at least an internship.

Choice of AI-MC tools

Carrying out this study required a pool of AI-generated reply suggestions to design
our surveys. Creating such a dataset is made difficult by the complexity and opacity
of state-of-the-art models (Arrieta et al. (2020)). Instead of prototyping our own
reply suggestion system, we relied on the existing and widely available Smart Reply
functionality integrated into Google’s ecosystem. We used this feature to generate
a pool of context-appropriate smart replies for various communication scenarios.
This approach comes with several advantages in our use case: Google Smart Reply
is available in French, the native language of all the participants in our study, during
both the surveys and interviews. This solution is also embedded into the Gmail
email client and the Messages Android application. It provides unified smart replies
across our usage scenarios (professional emails and personal texts). Hence, the
quality of reply suggestions remains homogeneous across the scenarios and will
not influence the rate at which authors select smart replies. Gmail is a widely used
email provider with almost two billion monthly users1 and is frequently used by
companies as a professional email solution for their employees. Messages is the
default text and instant messaging app on Android, downloaded billions of times2.
These two tools are representative of the daily habits of billions of users when it
comes to AI-mediated communication. Google also provides one of the only smart
reply solutions documented by its designers in Kannan et al. (2016), making it easier
to gather insights into how our experimental data are generated.

Designing scenarios and gathering smart replies

We created 18 scenarios divided into two main categories (professional and
personal). For each category, we designed scenarios that cover various types of
speech acts as presented by Searle (1969). As an example of the commissive act,
the professional scenario is about planning a business meeting with a colleague,

1 https://blog.google/products/gmail/hitting-send-on-the-next-15-years-of-gmail/
2 https://play.google.com/store/apps/details?id=com.google.android.apps.messaging



and the personal one is about scheduling a dinner with a friend. Every scenario
includes a single sentence summary used to give the participant some context and
an initial message that the participant will have to reply to using their choice of
smart reply or freeform text. All scenarios and messages are available in French as
used in our survey (see Appendix A) and translated into English (see Appendix B).

We then gathered examples of smart replies by sending the initial message of
each communication scenario through Gmail (for professional scenarios) or
Messages (for personal ones) and taking note of the proposed smart replies. We
replayed each scenario multiple times to gather 138 smart replies (an average of 8
per scenario).

Pretest survey and filtering smart replies

In our experiment’s second step, we selected a sample of smart replies that seemed
appropriate to each communication scenario. We removed suggestions of poor
quality as they could have dissuaded participants from choosing them, and the aim
of this work is not to benchmark the quality of AI smart replies. We conducted an
initial analysis to remove ineffective or inappropriate messages from the corpus
(such as semantic inconsistencies between the initial message and the suggestion
or inappropriate tone). The process reduced the number of smart replies in our
dataset from 138 to 78.

Subsequently, we submitted this corpus of suggestions to users to validate our
analysis. Specifically, 25 French engineering students (aged 19 to 22) participated
in a pretest survey where they read 18 messages along with the AI-generated smart
replies, as shown in Figure 2. Note that the mock-ups in this figure are translated
to be easily understandable, but the pretest was conducted in French like the rest of
this study. They were instructed to circle any smart reply they deemed appropriate.
This pretest survey reduced the pool of appropriate smart replies to 59, allowing
our final survey to feature an average of 3 smart replies suggested in each scenario.
This average matches what is commonly seen in products featuring smart replies
like Gmail, Microsoft Teams, Android Messages, or Facebook Messenger.

Survey and interviews

After we retained only appropriate AI suggestions, the 18 communication
scenarios were presented to a new sample of 56 participants (also engineering
students of the same age) who did not take part in the pretest survey and were
asked how they wished to reply to the initial message of each scenario. The survey
was carried using paper forms where student had the option to create their own
response (handwriting it on the form) or use one of the AI suggestions (by circling
it), and if necessary, they could use the suggestion and complete it manually.
Figure 3 showcases three examples of questions featured in the survey: in the first
one, the participant used a smart reply; the second scenario was answered with a
handwritten freeform message; and in the third example the participant used a



Figure 2. Translated mock-ups of email and text message user interfaces as used for the pretest
survey. During this step, participants had to circle smart replies that they deemed appropriate to the
initial message.

smart replied supplemented with handwritten greetings ("Hello [smart reply]
Regards"). Participants answered 99% of the scenarios, resulting in a dataset of
995 answers.

Subsequently, 13 participants took part in a follow-up semi-structured interview
to explain and comment on their choices during the survey and learn more about
their usage of smart replies technologies in their daily communications.

Survey and interviews results

scenario smart reply free text both combined no answer

E1 20 9 25 2
E2 12 15 29 0
E3 17 10 28 1
E4 28 13 15 0
E5 11 28 17 0
E6 33 6 17 0
E7 18 16 22 0
E8 4 27 25 0
E9 1 51 3 1

E10 24 15 17 0

Table I. Results of the quantitative survey for email communication in professional scenarios.



Figure 3. Sample of various answers to our survey. In the first example (left) the participant chose
to answer using a smart reply ("Hi, can you send me the photos from yesterday’s party?" answered
with "Yes no problem"). Second scenario (middle) showcases the use of free text to answer the
initial message ("I finally got my driver’s license!" answered with "BRAVOOO!"). The third example
illustrates combined use of a smart reply supplemented with text, the smart reply is displayed as [...]
in the free text area ("Hello, Could you send me your notes on yesterday’s meeting?" answered with
the smart reply "Here are my notes" and the participant added ""Hello, [smart reply] Regards").

Quantitative results

Our survey results are available in Table I for professional emails and Table II for
personal text messages. We observe that smart replies alone were used in 36% of
answers, and free text was also selected by participants in 36% of their answers,
with a combination of free text and AI suggestions accounting for the remaining
28%. These results suggest that smart replies, alone or supplemented by free text,
are used in more than half of the scenarios in this experiment. However, this usage
of smart replies is much higher than expressed during interviews or observed in
other studies (Kannan et al. (2016)). This frequency is likely related to the survey
protocol, which encourages participants to choose smart replies more often than in
a regular setting.

When comparing results between email and text message communication
scenarios, we observe that free text alone is similar in both contexts (34% of
answers rely on free text alone for emails and 39% for text messages). However,
the use of AI suggestions differs between those two contexts: with emails, smart
replies alone are used in 30% of the answers, and smart replies supplemented with
free text are used in 35% of the answers. With text messages, these rates shift to
43% of smart replies alone and only 16% of smart replies supplemented with free
text. When used to reply to an email, smart replies are very often supplemented
with text. Analysis of the replies reveals that the opening and closing statements



scenario smart reply free text both combined no answer

S1 31 15 9 1
S2 18 18 19 1
S3 30 17 8 1
S4 16 22 17 1
S5 23 27 5 1
S6 31 18 6 1
S7 31 18 6 1
S8 11 41 2 2

Table II. Results of the quantitative survey for text messages in personal scenarios.

are often added to make the reply more formal ("Hello" / "Best regards").
Professional email communication encourages participants to use such statements
as they are not included in AI-generated smart replies. Participants saw smart
replies as more acceptable for text messages with friends and family.

Scenarios that elicited the highest usage of smart replies only are E1, E4, E6,
and S3 (see Appendix A and B). These scenarios are all directive speech acts
where the participant has to validate or confirm an action. In these cases, short
smart replies ("Yes", "Of course", "Understood", or "Thank you") seemed
appropriate to participants because, as authors, they want to acknowledge to their
recipient that they received and read the initial message. Conversely, situations that
prompted the highest use of free text (alone or supplementing a smart reply) are
scenarios E9, S2, S4, S5, and S8 (see Appendix A and B). Given the social context,
most AI suggestions are inappropriate in these scenarios. For example, message E9
requires apologies or justifications that are unavailable in the pool of smart replies.
Some scenarios imply intimacy with the recipient, but all the smart replies lack this
intimacy. One of the limitations of AI becomes apparent in these scenarios: the
smart replies are often too neutral and lack linguistic markers appropriate to the
social distance required by the situation. This inappropriate tone is amplified by
suggestions that are very heavily biased toward positive sentiments so that there
were no apologies suggested in any of the 138 smart replies we generated, even for
situations that were very obviously prompting participants for an apology (e.g.
scenario E9 "I am very disappointed by your absence at yesterday’s meeting...").

Qualitative results

During the semi-structured interviews, all participants were allowed to explain
their use or non-use of AI suggestions, and then they were asked about their
feelings toward AI assisting them as a co-author. Participants indicate that most of
the time, they do not use smart replies because the content of the replies does not
correspond to what they would like to communicate. They consider the
suggestions unsatisfactory regarding content because it does not fully capture their
intent as authors or are insufficiently detailed ("there wasn’t enough information...



I’d still prefer to specify that he needs to send [the document] to me as soon as
possible". Participants also deem the suggestions inappropriate regarding their
tone and writing style (too formal, too casual, not displaying enough intimacy) as
summarized by one of the participants: "It’s my brother, I am close to him. I am
not gonna settle for a somewhat generic message. I really wanna tailor [my reply]
to him, to what he’s telling me".

Often, the reasons cited by participants for not using smart replies are linked to
acceptability. Users consider that the use of suggestions is hardly compatible with
their representation (or model) of interpersonal communication. In particular,
participants mention their autonomy as authors and a reluctance to delegate to an
AI when they can write the reply themselves ("write my own reply, so it’s my own
spontaneous reaction rather than something that I didn’t create myself "). They
emphasize the importance of making an effort during communication to ensure a
form of reciprocity with their recipient ("you can’t just afford to send a short
message, [you have to] spend some time [writing it]"). The issue of sincerity is
also raised by some participants ("first, it’s important to write [yourself]... it’s just
impersonal to use an automatic message... I’d feel bad to just click on a button and
send it if it’s in a personal context"). Finally, we observe that participants
anticipate their recipient’s negative reaction to an automated reply: "this kind of
message, I think the person receiving it suspects it’s somewhat of a canned
response. And so it can give the feeling that ’yeah that’s cool but I don’t really
care’". Users consider both their relationship with the recipient and the context of
their own usage. For example, using an AI smart reply may seem inappropriate
unless the author is under time pressure or mobility, which prevents them from
writing a longer and more personal reply.

These interviews also highlight situations that are compatible with the use of
suggestions, at least from the author’s perspective: replies that only serve to
acknowledge the initial message ("That’s a quick info... The goal is only to give the
info nothing more"), short and casual replies to friends and loved ones or
conversely to express disapproval with a cold, short and generic reply ("So, that’s
the code to express that I’m angry") or when the reply is insincere ("Plus, if I
especially don’t want to tell them what I’m really thinking, a canned response isn’t
that bad").

Conclusion

This exploratory study on the usage of reply suggestions demonstrates that
participants, within the framework of fictional scenarios, are rather inclined to
select smart replies generated by an AI. However, we remain cautious about the
scope of the results as the study setup encouraged participants to use smart replies.

This study underlines that situations involving "acknowledgment" are
conducive to the use of suggestions by the author. We also highlight the limitations
of AI’s smart replies. Despite a priori filtering of the replies, suggestions offered
to participants are often judged inappropriate or insufficient to be used on their



own. The smart replies fail to capture the complexity of exchanges: the variety of
communication acts, different types of relationships, and the context of
conversations (mobility, conversational history, etc).

Finally, this study identifies that some users have representations of
communication that are incompatible with the use of smart replies (reciprocity,
delegating authorship to AI, sincerity). These results are part of an ongoing work
and need to be confirmed and further explored with additional interviews and new
surveys using a protocol closer to the real-life use cases of participants.

References
Angelis, R. D. and M. Gonçalves (2020): ‘Contraintes et enjeux de la matérialité numérique: les

logiciels d’autocomplétion’. Semen. Revue de sémio-linguistique des textes et discours, vol. 49.

Arrieta, A. B., N. Díaz-Rodríguez, J. Del Ser, A. Bennetot, S. Tabik, A. Barbado, S. García, S.
Gil-López, D. Molina, R. Benjamins, et al. (2020): ‘Explainable Artificial Intelligence (XAI):
Concepts, taxonomies, opportunities and challenges toward responsible AI’. Information fusion,
vol. 58, pp. 82–115.

Asscher, O. and E. Glikson (2021): ‘Human evaluations of machine translation in an ethically
charged situation’. new media & society, vol. 25, pp. 14614448211018833.

Barlas, Z. (2019): ‘When robots tell you what to do: Sense of agency in human-and robot-guided
actions’. Consciousness and cognition, vol. 75, pp. 102819.

Cai, C. J., J. Jongejan, and J. Holbrook (2019): ‘The effects of example-based explanations in a
machine learning interface’. In: Proceedings of the 24th International Conference on Intelligent
User Interfaces. p. 258–262.

Candrian, C. and A. Scherer (2022): ‘Rise of the machines: Delegating decisions to autonomous
AI’. Computers in Human Behavior, vol. 134, pp. 107308.

Chen, M. X., B. N. Lee, G. Bansal, Y. Cao, S. Zhang, J. Lu, J. Tsay, Y. Wang, A. M. Dai, Z. Chen,
et al. (2019): ‘Gmail smart compose: Real-time assisted writing’. In: Proceedings of the 25th
ACM SIGKDD International Conference on Knowledge Discovery & Data Mining. pp. 2287–
2295.

Dwivedi, Y. K., N. Kshetri, L. Hughes, E. L. Slade, A. Jeyaraj, A. K. Kar, A. M. Baabdullah,
A. Koohang, V. Raghavan, M. Ahuja, et al. (2023): ‘“So what if ChatGPT wrote it?”
Multidisciplinary perspectives on opportunities, challenges and implications of generative
conversational AI for research, practice and policy’. International Journal of Information
Management, vol. 71, pp. 102642.

Glikson, E. and O. Asscher (2023): ‘AI-mediated apology in a multilingual work context:
Implications for perceived authenticity and willingness to forgive’. Computers in Human
Behavior, vol. 140, pp. 107592.

Goldenthal, E., J. Park, S. X. Liu, H. Mieczkowski, and J. T. Hancock (2021): ‘Not all AI are equal:
exploring the accessibility of AI-mediated communication technology’. Computers in Human
Behavior, vol. 125, pp. 106975.



Hohenstein, J. and M. Jung (2018): ‘AI-supported messaging: An investigation of human-human
text conversation with AI support’. In: Extended Abstracts of the 2018 CHI Conference on
Human Factors in Computing Systems. pp. 1–6.

Hohenstein, J. and M. Jung (2020): ‘AI as a moral crumple zone: The effects of AI-mediated
communication on attribution and trust’. Computers in Human Behavior, vol. 106, pp. 106190.

Jakesch, M., M. French, X. Ma, J. T. Hancock, and M. Naaman (2019): ‘AI-mediated
communication: How the perception that profile text was written by AI affects trustworthiness’.
In: Proceedings of the 2019 CHI Conference on Human Factors in Computing Systems. pp. 1–13.

Kannan, A., K. Kurach, S. Ravi, T. Kaufmann, A. Tomkins, B. Miklos, G. Corrado, L. Lukacs, M.
Ganea, P. Young, et al. (2016): ‘Smart reply: Automated response suggestion for email’. In:
Proceedings of the 22nd ACM SIGKDD international conference on knowledge discovery and
data mining. pp. 955–964.

Liu, Y., A. Mittal, D. Yang, and A. Bruckman (2022): ‘Will AI console me when I lose my pet?
Understanding perceptions of AI-mediated Email writing’. In: Proceedings of the 2022 CHI
Conference on Human Factors in Computing Systems. pp. 1–13.

Mieczkowski, H. and J. Hancock (2022): ‘Examining Agency, Expertise, and Roles of AI Systems
in AI-Mediated Communication’. vol. none.

Mieczkowski, H., J. T. Hancock, M. Naaman, M. Jung, and J. Hohenstein (2021): ‘AI-Mediated
Communication: Language Use and Interpersonal Effects in a Referential Communication Task’.
In: Proceedings of the ACM on Human-Computer Interaction, Vol. 5. pp. 1—-14.

Pettey, C. (2021): ‘Email Statistics Report, 2021-2025’. https://www.radicati.com/wp/wp-
content/uploads/2020/12/Email-Statistics-Report-2021-2025-Executive-Summary.pdf.
Accessed: 2024-02-10 and archived in the Internet Archive.

Ribeiro, M. T., S. Singh, and C. Guestrin (2016): ‘Why Should I Trust You?: Explaining the
Predictions of Any Classifier’. In: Proceedings of the 22nd ACM SIGKDD International
Conference. p. 1135–1144, ACM.

Robertson, R. E., A. Olteanu, F. Diaz, M. Shokouhi, and P. Bailey (2021): ‘“I Can’t Reply with
That”: Characterizing Problematic Email Reply Suggestions’. In: Proceedings of the 2021 CHI
Conference on Human Factors in Computing Systems. pp. 1–18.

Schaffer, J., J. O’Donovan, J. Michaelis, A. Raglin, and T. Höllerer (2019): ‘I can do better than
your AI - expertise and explanations.’. In: Proceedings of the 24th International Conference on
Intelligent User Interfaces. p. 240–251.

Searle, J. R. (1969): Speech acts: An essay in the philosophy of language, Vol. 626. Cambridge
university press.

Shin, D., S. Park, E. H. Kim, S. Kim, J. Seo, and H. Hong (2022): ‘Exploring the Effects of AI-
assisted Emotional Support Processes in Online Mental Health Community’. In: CHI Conference
on Human Factors in Computing Systems Extended Abstracts. pp. 1–7.

Sundar, S. S. and E.-J. Lee (2022): ‘Rethinking communication in the era of artificial intelligence’.
Human Communication Research, vol. 48, no. 3, pp. 379–385.



Appendix A - Original scenarios in French

In every scenario, A is the sender, and B is the message’s recipient. During the
survey, participants answered as B. To keep the table readable, it only displays
scenarios’ names: the initial message used in the survey may be longer to give
participants more context.

Echanges professionnels par Gmail Echanges personnels par SMS

A demande une confirmation [E1] As-tu réservé la salle ? [S1] Es-tu en route pour venir ?

[S2] Es-tu libre pour venir manger...?

Une demande d’action par A [E2] Peux-tu m’envoyer le document [S3] Tu peux m’envoyer les photos...?

A annonce un problème (et n’est pas responsable) [E3] Je ne pourrais pas venir, je suis malade [S4] Je ne pourrais pas venir, je suis malade

A annonce un problème (et est responsable) [E5] Je n’ai pas pu terminer ce que tu m’avais demandé.... [S6] Désolé ne de pas être venu..., j’ai oublié

L’annonce d’une bonne nouvelle pour A [E4] J’ai terminé en avance. Je te l’envoie [S5] ...J’ai mon permis !

L’annonce d’un « cadeau » pour B [E6] Je viens de te faire parvenir les documents.. [S7] J’ai déposé ton cadeau

[E7] Tu nous accompagnes pour la visite de demain

Indication d’une faute de B [E8] Tu n’as pas envoyé les documents [S8] Tu as oublié de m’envoyer les photos

[E9] Je suis très déçu de ton absence à la réunion d’hier...

Demande d’information [E10] Je suis en groupe de projet avec Daniel, tu le connais ?

Appendix B - Scenarios translated into English

In every scenario, A is the sender, and B is the message’s recipient. During the
survey, participants answered as B. To keep the table readable, it only displays
scenarios’ names: the initial message used in the survey may be longer to give
participants more context.



Professional scenarios via Gmail Personal scenarios via text message

A asks for confirmation [E1] Did you book the room? [S1] Are you on your way?

[S2] Are you free for dinner...?

A asks B for documents [E2] Can you send me the report? [S3] Can you send me the pictures...?

A states a problem (and isn’t responsible for it) [E3] I can’t join you, I’m sick [S4] I can’t come, I’m sick

A states a problem (and is responsible for it) [E5] I couldn’t finish what you asked me to do... [S6] Sorry I wasn’t there... I forgot

A shares good news [E4] I finished it early. I’m sending it to you right now [S5] ...Got my driver’s license!

A is doing a favor to B [E6] I was able to send you the documents. [S7] I just mailed your gift

[E7] You’re allowed to join us for tomorrow’s visit

A points a mistake made by B [E8] You didn’t send me the report [S8] You forgot to share the photos

[E9] I am very disappointed by your absence yesterday...

A asks for information [E10] I’ll be working with Daniel, do you know him?
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Introduction 

Information and communication technologies (ICTs) are widely applied in private 

and public organizations to improve efficiency, optimize processes, save costs, 

and improve client or customer participation (Jonathan 2020; Castro and Lopes 

2022). Digitalization transforms organizational structures, the way services are 

provided, as well as governance systems (Liva et al. 2020). These changes in the 

environment are shown to affect employees, who may experience negative 

control over work which can lead to physical and mental health problems (Peña-

Casas et al. 2018), or reduced meaningfulness of work (Stein 2017). Other 

negative consequences may include changing social structures, work group 

dynamics, and worker safety and health (Bailey 2022). We further explore this 

problem by investigating the impact of ICTs on frontline employees (FLE) in the 

public sector who play an important role in citizens' interaction and satisfaction 

with their government. 

Public organizations have been a focus in IS and CSCW research for a long 

time, including research on health and welfare technologies and digital 

innovations for public sector service delivery (Fitzpatrick and Ellingsen 2013; 

Aaen 2021), ICTs implications on accountability, trust, and transparency in the 

public sector (Smith et al. 2010; Flügge et al. 2020), and IT-systems not 

supporting user autonomy in public service provision (Bratteteig and Verne 

2012). We add to this research by focusing on the public encounter, which is the 

interaction between the public organizations and the citizens, as Goodsell (1981) 

says “where state and citizen meet”. The public encounter, which was 

traditionally a face-to-face interaction, is being replaced, supported, or mediated 

by ICTs such as self-service, automated decision-making, and case management 

systems.  

While ICTs change the interaction between citizens and public administration, 

we want to specifically investigate the impact of these technologies on the role of 

frontline employees (FLE) whom we conceptualize as knowledge workers. 

Knowledge workers are people who rely on personal knowledge in their work. 

Aspects of knowledge work include acquiring knowledge, designing knowledge 

output, decision-making, and communicating the designed output (Davis and 

Naumann 1999). The CSCW literature has mainly focused on how ICTs support 

knowledge work (Borchorst and Bødker 2011; Fitzpatrick and Ellingsen 2013; 

Boulus-Rødje 2018), we add to this knowledge by investigating how ICTs can 

affect the roles and work practices of FLE as knowledge workers. 

We draw evidence from the social and welfare services, such as unemployment 

benefits or financial support, where FLEs face complex cases. They use their 

experiences and tacit knowledge to make decisions and exercise discretion 

(Lipsky 2010). In this way, FLEs working with social services constitute an 

important but understudied example of knowledge workers. 
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We conducted a systematic literature review, focusing on qualitative studies 

investigating digital public encounters in welfare and social services. Our 

research question is: How do ICTs affect knowledge workers’ roles and work 

practices in digital public encounters?  

With this research, we contribute to CSCW literature by pointing towards 

potentially unintended consequences of ICTs on FLEs’ roles and work practices. 

To design the best possible ICT solutions, it is important to understand how they 

are used ‘on the ground’ and the implications they have for FLEs. The upcoming 

sections will include relevant background literature, an overview of data 

collection and analysis methods, a presentation of results, and conclude with a 

discussion, limitations, and future research opportunities. 

Background 

The concept of knowledge work was first introduced in 1979, referring to 

organizational knowledge that represents a firm’s “intellectual capital” (Kelloway 

and Barling 2000). It has since been used across many fields, leading to three 

main perspectives of knowledge work (1) as a profession, (2) as an individual 

characteristic, and (3) as an individual activity. Kelloway and Barling (2000) 

propose to define knowledge work as discretionary behavior focused on the use of 

knowledge.  

Davis and Naumann (1999) define knowledge work as mental work performed 

by humans to generate useful information. Knowledge workers therefore access 

data, use knowledge, analyze information, design solutions, make decisions, and 

communicate information. 

The CSCW research community has mainly focused on the collaborative 

aspects of knowledge work – the sharing of knowledge and information. 

Ackerman et al. (2013) distinguish between knowledge sharing and expertise 

sharing. While knowledge sharing is enabled or embodied by computational or 

information technology artifacts or repositories (artifact-centered), expertise 

sharing is based on discussions among knowledgeable actors and less supported 

by artifacts (communication-centered).  Sharing expertise is closely linked to tacit 

knowledge which can be learned only through experience and therefore requires 

contact with others. Research in CSCW has focused on systems that can support 

knowledge sharing and expertise sharing. Cabitza and Simone (2012) outline that 

ICT devices can be knowledge-management systems as they support the creation 

and sharing of knowledge, or knowledge-based systems where knowledge is 

stored in the system to support decision-making and problem-solving. While this 

CSCW research has focused on how knowledge workers share knowledge and 

expertise with their colleagues and peers (e.g. in a team), in our research on FLEs 

knowledge work we include other aspects of knowledge work such as accessing 

and analyzing information, decision-making, and knowledge possession. 
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FLE in the public sector work at the intersection between the citizens and the 

administration – i.e., the public encounter. They perform knowledge work as they 

answer citizen requests, handle cases, and make decisions that have the potential 

to impact people’s lives. Lipsky (2010)  describes the role of  FLE as that of 

policy-makers which is built upon a high degree of discretion and relative 

autonomy from organizational authority. This relates to Kelloway and Barling’s 

(2000) definition of knowledge work as discretionary behavior. In social- and 

welfare services, FLE often deal with complex citizen narratives. They build upon 

personal experience and use discretion to deliver the best possible solutions for 

citizens (Lipsky 2010). For instance, FLEs might adjust dates to protect citizens’ 

financial benefits, strategically categorize citizens’ needs to make them eligible 

for benefits, or adjust demands posed on citizens in order to receive benefits fitted 

to their life situation (Raso 2017; Gustafsson and Wihlborg 2019). These 

examples show how FLE apply knowledge about policies and regulations to 

individual citizens’ situations when making decisions. Discretion is also discussed 

by Petersen et al. (2020) who investigate how social workers exercise discretion 

cooperatively, based on consultations and skills. They argue that discretion should 

not be undermined by technology but rather be integrated within it. This aligns 

with the CSCW perspective on knowledge and expertise sharing and the ongoing 

debate on how systems can support these practices. 

To exemplify, FLE are knowledge workers as they (1) possess specialized 

knowledge, e.g. administrative rules and regulations, (2) access knowledge, e.g. 

information on the citizen's life situation, (3) document and share knowledge, e.g. 

documenting information on citizens, and (4) make decisions, e.g. on a citizen’s 

eligibility for certain benefits. These processes are complemented by FLEs 

experiences and discretionary practices. 

In CSCW, the research on knowledge work has mainly focused on practices 

such as healthcare (Fitzpatrick and Ellingsen 2013), manufacturing (Hoerner et al. 

2023), or IT-teams (Spence and Reddy 2012), leaving FLE as knowledge workers 

in the public administrations and especially social welfare agencies relatively 

understudied. Borchorst and Bødker  (2011) investigate knowledge-sharing and 

collaborative activities between citizens and the government, drawing on the three 

cases of parental leave, citizen service offices, and municipal plans. Verne and 

Bratteteig (2016) present a study of citizens’ calls to the tax authorities requesting 

help in filling out their tax forms. Both studies focus on the transfer of knowledge 

between citizens and FLE. Boulus-Rødje (2018) focuses on frontline employees 

and knowledge practices within the organization. They identify characteristics of 

caseworker’s knowledge work and discuss implications for the design of ICTs 

that support these knowledge practices. Dolata et al. (2020) investigate how case 

and knowledge management systems may disturb the service provision when they 

are used as a collaborative resource during a service encounter with citizens. We 

build on this valuable research and extend it with our contribution towards 
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framing FLEs’ role as knowledge workers and how ICTs affect their knowledge 

work practices. 

Methodology 

This is a research-in-progress paper that presents first results of a systematic 

literature review with the aim to comprehensively explore the various aspects of 

digital public encounters. We specifically concentrated on qualitative research 

studies, as these studies provide valuable insights into people’s emotions, 

opinions, and behaviors. The research question discussed in this paper emerged as 

part of the coding process. 

We searched for three terms Digital, Public, and Encounter and their 

synonyms. The SPIDER tool proposed by Cooke et al. (2012) was used as 

inspiration for combining the terms. See Figure 1 for an overview of the search 

terms. The search terms were derived from an initial set of studies and tested 

throughout several iterations to develop a search string that returned the most 

relevant results. The final search string was checked against the list of an initial 

set of studies. We searched in Title, Abstract, and Keywords in Web of Science 

and Proquest. 

 

Figure 1 Overview of search terms for the query. 

Several exclusion criteria were added to the search string. These included only 

peer-reviewed papers and publications from 2015 - now (2023). The time frame is 

based on the theoretical problem analysis carried out prior to the literature review. 

To refine the search results the following exclusion terms were added to the 

search string: inter-organizational, open data, data warehouses, big data, adoption, 

cloud computing, education, health, blockchain, Covid-19. These terms emerged 

during the testing and evaluation of the search string, and studies including these 

terms were considered non-relevant.  

A total of 2420 studies were returned from the databases and saved to the 

reference management software Zotero. After removing duplicates and studies 
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that were not published in English, Norwegian, or German (languages understood 

by the authors), 2124 studies were included in the screening process.  

The screening process was based on pre-defined inclusion-exclusion criteria 

(see Table I). The inclusion criteria were derived from the study’s aim to 

understand how technologies are applied to the context of a public encounter 

within social service provision, and the impacts on citizens as well as employees.   

Table I. Overview of inclusion and exclusion criteria 

Inclusion Exclusion 

Studies investigating means of digital 

interaction between citizens and public 

administrations 

Full-text not available (i.e. not available 

in the university’s subscription 

package) 

Studies investigating the impact of 

ICTs and automation on discretion, 

accountability, and/or the work 

processes of public officials; 

not within the context of social service 

provision 

Studies investigating the impact of 

ICTs and automation on the role of 

citizens and/or frontline employees. 

Non-empirical research 

 Published before 2015 

 

The screening process had three iterations where studies were included based 

on (1) title, (2) abstract, and (3) full text. The three iterations resulted in 

respectively 484, 91, and the final sample of 20 studies. An overview of the final 

sample is presented in the Appendix. 

The final sample was imported and analyzed using the Dedoose app for 

analyzing qualitative and mixed-method research. Following a grounded theory 

coding approach, the final sample was analyzed using open coding, axial coding, 

and selective coding “in an intertwined fashion” (Wolfswinkel et al. 2013). 

The open coding serves the identification of different concepts that emerge 

from the literature. Through axial coding, these concepts are grouped into 

different categories. The process of identifying concepts and categories is 

iterative in nature and requires revisiting papers, concepts, and categories based 

on new insights. Selective coding is further used to identify and develop relations 

between the main categories (Wolfswinkel et al. 2013). 

The open coding resulted in 71 codes including concepts such as 

accountability, barriers, collaboration, control, emotion, flexibility, language, and 

responsiveness, among others. Through axial coding, we identified Technologies 

as a main category. The category Technology contains the sub-categories self-

services, automated decision-making / robotic process automation, and case 

management systems. These sub-categories include codes related to work 

practices and the roles of FLE. 
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As this is a research-in-progress, the axial and selective coding will be 

continued to identify further categories and their relations to one another. 

Results 

In the following, we will present how ICTs affect the roles and work practices of 

FLE. The findings are structured along three technology categories emerging 

from our sample. These are (1) self-services (SS) (2) automated decision making 

(ADM) / robotic process automation (RPA), and (3) case management systems 

(CMS). Each of these has the potential to affect different aspects of knowledge 

work.  

Self-services 

Self-service solutions have the potential to change different aspects of knowledge 

work conducted by FLEs, leading to changes to current roles, the creation of new 

roles and duties, and the elimination or outsourcing of traditional roles.  

Firstly, the application of self-service solutions can transfer knowledge work 

from the FLE to the citizen or others helping the citizen. With self-services the 

citizen has to find information about benefits and services themselves, they have 

to understand eligibility criteria, and possess general knowledge of how the public 

sector works (Heggertveit et al. 2022). At the same time, FLEs are changing their 

role from giving specialized guidance to helping citizens become self-sufficient in 

using digital solutions, which is shaped by “digital first” policies (Pors 2015; 

Schou and Pors 2019; Jorgensen and Schou 2020; Bernhard and Wihlborg 2022; 

Pedersen and Pors 2023). Changing roles also means changing how knowledge 

work is practiced. FLEs who take on this new role need to be familiar with 

several areas of service provision and focus more on communication, interaction, 

and creating a learning environment, rather than principles of law and public 

administration regulations (Pors 2015). In addition, they often have limited access 

to citizens' information and records and thus limited ability to help (Bernhard and 

Wihlborg 2022; Heggertveit et al. 2022). While bound to their new role of 

guiding citizens to use self-service, many FLEs still use discretion to provide the 

best possible service within the boundaries of their new role. Based on personal 

experience and social competence, rather than expertise and professional training, 

they assess a citizen's digital skills and decide how they can help them (Pedersen 

and Pors 2023). In some cases, this leads to the FLE taking over, doing the task 

for the citizen, even though it is against the official policy (Pors 2015; Schou and 

Pors 2019; Jorgensen and Schou 2020; Heggertveit et al. 2022; Pedersen and Pors 

2023). Their new role may hinder them from giving more specialized advice as it 

is focused on helping to use the technology (Pedersen and Pors 2023).  
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Giest and Samuels (2022) describe how the role of helping citizens may also 

be outsourced to volunteers, e.g. library employees, and not performed by FLE. 

These volunteers are not allowed to give advice or confirmation about eligibility 

criteria but feel pressure to undertake additional steps to help citizens given the 

often vulnerable situation they are in. These steps can include calling other 

services and hotlines for them and checking compliance with services.  

Several studies show that FLE’s core tasks as specialized decision-makers are 

replaced with the task of making citizens capable of using digital solutions (Pors 

2015; Schou and Pors 2019; Pedersen and Pors 2023). They are further seen as 

complementing the self-service (Bernhard and Wihlborg 2022). 

Another aspect of self-service solutions regards the processing of online 

applications. Information received through self-services can be “simplified, often 

binary formats, fragmented and incomplete” (Loberg 2023). This produces two 

main challenges for the FLE, (1) a cohesive citizen narrative is deconstructed into 

pieces, and (2) the information is incoherent with conflicting answers. The FLE 

will then “search for additional information and use previous experience to 

recontextualize the case and reconstruct the client narrative” (Loberg 2023). 

Automated decision-making and Robotic process automation 

Automated decision-making and Robotic process automation (ADM/RPA) are 

tools that generate decisions based on data input and streamline routine work 

processes. Similar to self-service solutions, does the deployment of the RPA lead 

to changing roles for the FLE who are no longer social workers that prove 

eligibility criteria but now focus on other tasks, such as the reintegration of the 

citizen into the labor market (Ranerup and Henriksen 2019). While their primary 

role as decision-makers has diminished (Ranerup and Henriksen 2022; Ranerup 

and Svensson 2023), FLEs consider it as part of their professionalism to validate 

data in the decision-making process. 

Their changing role allows FLEs to have more time for non-routine tasks such 

as reviewing citizen's activity plans and appeals against decisions, as well as 

personal contact with citizens. Some FLEs point out that the ADM improves their 

capacity to make judgments (Ranerup and Svensson 2022). Other FLEs pointed to 

the individual micro-assessments they make based on interaction with the citizen 

which they don’t see can be done by ADM. During such micro-assessments, the 

FLE uses discretionary power to make decisions (Gustafsson and Wihlborg 

2019). Another case concerns the deployment of a “fully automated service-

delivery model that produces its own legal decisions after caseworkers have input 

[…] client information” (Raso 2017). In this case, the decision-making behavior 

of the tool is seen as unpredictable which creates additional tasks for the FLE. 

FLEs often have to correct errors generated by the ADM which redirects their 

attention away from the citizen and toward the tool. They describe it as being 
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overwhelmed with administrative work that takes away time they’d rather spend 

with the citizens. They had to learn “its [the tools] language” so that they could 

more effectively manipulate the system and produce wanted outcomes (Raso 

2017). 

Case management systems (CMS) 

Case management systems (CMS) are widely used in public administration. 

Løberg and Egeland (2023) describe how the use of a CMS “that enables 

counselors to find information about the client and supports formal decision-

making” can lead to an incomplete perception of the citizen. The system cannot 

always display the full picture of the citizen, as one FLE pointed out that it can be 

useful to see the citizen as "this tells us something about the person we can lose 

sight of when everything is digital…" (Loberg and Egeland 2023). The authors 

argue that this fragmentation can lead to alienation that can rob the work of its 

meaning (Loberg and Egeland 2023). Fragmentation is also addressed by 

Devlieghere and Roose (2019) who investigated the case of standardized forms in 

child welfare protection. Here, FLEs point out that the tool makes it “almost 

impossible for them” to create a nuanced and complete overview of the citizens’ 

life history. They also point to the system's linguistic structure that lacks 

narrative. As the FLEs were expected to use the system they developed 

workarounds such as contacting other services before completing the form, 

exaggerating a citizen problem or withholding positive information on the 

citizen's situation, and using certain text fields for unintended purposes 

(Devlieghere and Roose 2018; Devlieghere and Roose 2019). Other FLEs 

working with the same tool, appreciated the structure of the IS in providing clear 

aims, a path to follow during consultations, and helping to structure the thoughts. 

They considered the IS as a tool to create a single and uniform language that leads 

to more objective assessments (Devlieghere et al. 2020; Devlieghere et al. 2021). 

The IS was further seen as helpful in reconstructing citizens' care trajectories 

(Devlieghere and Roose 2019). 

A CMS for social benefits in Canada forced FLEs to develop several 

workarounds. They enter placeholder data to satisfy the need to fill all fields, 

adjust dates forward and backward to moderate the system's exacting 

interpretation of dates, and categorize citizens' needs so that the system will find 

them eligible for benefits. The FLEs learned to creatively enter client data so that 

the system generates outcomes that better fit the FLE's perception of the citizens’ 

needs (Raso 2017). Dolata et al. (2020) investigated a CMS that is designed for 

sharing information, orchestrating processes within the agency, and checking 

information. It further has embedded regulatory obligations and technical 

limitations that define the FLEs work but doesn’t support citizen consultation 

very well. As such the FLEs develop strategies for better consultation and 
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information sharing with clients while having to satisfy the requirements of the 

system. These strategies include being selective about their documentation and 

the effort put into documentation depending on the citizen’s needs (Dolata et al. 

2020). Some FLE reuse frequently used paragraphs or just use keywords to make 

notes and complete the documentation after the consultation. Another strategy to 

share information with the citizen includes turning the computer screen toward 

the citizen. The system itself is designed as a single-user desktop software and has 

no specific screen-sharing option to be used during consultations (Dolata et al. 

2020). 

In several of the presented cases, FLEs see the CMS as a control instrument 

that creates a conflict between satisfying the systems' needs and being responsive 

to the citizens (Raso 2017; Devlieghere et al. 2020; Dolata et al. 2020). 

Discussion and Conclusion 

The findings show how the different technologies self-services, ADM/RPA, and 

case management systems affect the roles and practices of frontline employees 

concerning knowledge work as defined by Davis and Naumann (1999) and 

Kelloway and Barling (2000).  

We first relate our findings to the four aspects of knowledge work as presented in 

the background section: (1) possessing specialized knowledge, (2) accessing 

knowledge, (3) documenting and sharing knowledge, (4) decision making, as well 

as the FLEs use of tacit knowledge within those aspects. Subsequently, we 

discuss the findings with the CSCW perspective on knowledge work. 

(1) Possessing specialized knowledge: The findings show that specialized 

administrative knowledge may be transferred to the citizens using self-service, or 

volunteers helping citizens to use self-services (e.g. Heggertveit et al. 2022; Giest 

and Samuels 2022). Knowledge of regulations and eligibility criteria may be 

transferred to the ADM and FLEs are often assigned a new role in which their 

main task is to guide citizens to use self-services. In that role, they need more 

general knowledge of the services and the use of the technology. They further 

need to be able to assess a citizen’s digital skills and create a supportive learning 

environment (e.g. Pors 2015). While their roles changed completely, FLEs still 

apply tacit knowledge when deciding how much support a citizen needs and 

whether they might have to ‘take over’ for the citizen. FLEs who work with case 

management systems and ADM also develop knowledge of the functionality of 

the system to use it more effectively. This can also mean manipulating the system 

to produce a wanted outcome (e.g. Raso 2017). 

(2) Accessing knowledge: FLEs who take on the role of helping citizens to use 

self-services often experience limited access to citizens' information and records 

(e.g. Bernhard and Wihlborg 2022). They are bound to certain rules, such as not 

being allowed to see sensitive information when assisting a citizen, or simply not 
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having access to the administration's case management systems. This limits their 

ability to help the citizens. Yet, FLE may bend these rules when they perceive it 

as the only way to help the citizen (e.g. Schou and Pors 2019; Jorgensen and 

Schou 2020). 

Self-services and case management systems can cause fragmentation of citizen 

information. In those cases, the FLE applies tacit knowledge and engages in 

further knowledge production based on other sources to re-construct the narrative 

(Loberg 2023). 

(3) Documenting and sharing knowledge: Case management systems can 

support but also limit the documentation and sharing of knowledge. They may 

help to structure a consultation, thoughts, and re-construct citizens' service 

history, but are also often seen as too standardized and rigid to allow for a 

nuanced representation of the citizen's narrative (e.g. Devlieghere et al. 2020). In 

those cases, the FLEs develop ‘creative’ documentation practices by entering 

placeholder data, using text fields for unintended purposes, or engaging in 

selective documentation practices to satisfy the system (e.g. Raso 2017; 

Devlieghere and Roose 2018). To better share knowledge with the citizens, they 

may turn the screen towards the citizen when the system does not provide a 

special function for sharing (e.g. Dolata et al. 2020). Here, the FLE uses 

discretion to overcome the limitations perceived by the system. 

(4) Decision making: Self-services and ADM can remove the FLEs core task 

of specialized decision-making and leave them with the task of complementing 

the system. They may still validate citizen data and control the decisions 

generated by the tool. When the tool takes a supportive role, i.e. the decision must 

be approved by the FLE, some FLEs state that the tool can improve their capacity 

to make judgments (e.g. Ranerup and Svensson 2022). Additionally, FLE may 

correct the tool's decision if it differs from theirs. While the tool is basing its 

decision solely on data input, the FLE makes use of tacit knowledge and 

discretion to develop its decision. When the ADM is fully automated and FLEs 

cannot correct its decision, they will correct it by changing the data input to the 

system. This includes adjusting dates, exaggerating problems, or withholding 

positive information (e.g. Raso 2017). Thus, despite the full automation of the 

decision-making process, FLEs try to remain in control over the decision. 

 

Across all four aspects, we can identify elements of artifact-centered 

knowledge sharing as defined by Ackerman et al. (2013). Especially ADM and 

RPA are precisely designed to have knowledge (e.g. regulations, rules, and 

policies) embodied within them and carry out a task based on that knowledge. 

They are what Cabitza and Simone, (2012) call knowledge-based systems.  These 

systems, although designed to support decision-making, can cause challenges for 

the FLE when the system's decision differs from theirs. Case-management 

systems can be considered knowledge-management systems (Cabitza and Simone 
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2012) as they allow for documentation and knowledge sharing. As outlined above 

they often come with limitations regarding documentation and knowledge 

sharing, especially in complex client trajectories. It can therefore be assumed that 

they support knowledge sharing rather than expertise sharing. To what degree 

these systems can support expertise sharing remains unknown from the findings.  

 

As presented above, ICTs affect knowledge work in different ways. However, 

one aspect of knowledge work, the use of tacit knowledge and discretion, remains 

present and even dominant across all aspects. This is in coherence with Kelloway 

and Barling (2000) who suggest that discretionary behavior is at the core of 

knowledge work. It further agrees with Lipsky (2010), who states that FLE will 

use discretion to deliver the service they consider best suitable for the citizen, thus 

taking on the role of policy-makers. It further agrees with Petersen et al. (2020) 

who argue that attempts to reduce discretion through automation can cause 

damages. Our findings reveal that automation does not necessarily reduce 

discretion, as FLEs manipulate the system to create the decisions they deem 

suitable. Automation may thus create more challenges for FLEs than relieving 

them of tasks. To conclude, the findings show that while ICTs change how 

knowledge work is practiced and what role the FLE takes in the public encounter, 

they cannot fully replace knowledge workers in the public service provision. 

Implication and Future Research 

Our study demonstrates that ICTs affect different aspects of knowledge work in 

the context of a public encounter. As this is an exploratory study, we want to 

further explore CSCW literature and investigate how ICTs can support all aspects 

of knowledge work and especially consider discretionary behavior as an essential 

part of knowledge work. Additionally, the findings presented here constitute only 

one aspect of the digital public encounter, the impact of technologies on FLE 

roles and their knowledge work practices in the delivery of welfare and social 

services. The overarching aim of this research project is to develop a holistic 

understanding of the digital public encounter and highlight its importance for the 

CSCW community. Our future research activity will therefore include further 

analysis of the data from this literature review and develop a framework that 

captures the different aspects of the digital public encounter, adding citizens and 

other actors within the public encounter and its service-ecosystem.  

The findings have further implications for practice and system designers. To 

design systems that support knowledge work at the frontline it is important to 

understand the roles of different actors, how they use the system, and how they 

are affected by a system. Ill-designed systems that fail to recognize the range of 

knowledge work practices can lead to negative consequences for workers. 

Although our findings show some positive effects of ICTs on FLE's work 
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practices, most research addresses negative effects. Administrations that utilize 

ICTs in their public encounters should therefore identify clear metrics that help 

them identify positive as well as negative effects.  

Limitations 

The findings of this study are based on a literature review which presents 

limitations to the data gathering and analysing process. The search string and 

databases may not have returned all relevant studies, despite testing in several 

iterations. The data analysis is susceptible to researcher’s bias. To reduce bias, the 

authors discussed codes and findings throughout the process. 
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1 Introduction 

1.1 Human and self-driving car interaction from the conversation analysis 

perspective 

Autonomous vehicles (AVs) are already commonly seen on the roads. In the foreseeable future, 

smart cars with L2 and above functionalities will become mainstream. Currently, the majority of 

technical challenges lie in artificial intelligence (AI) algorithms, path planning, etc. However, the 

interaction between drivers and automated systems, especially the conflicts encountered among 

human-machine interactions (HMI) in natural driving, is an area that desires further research.  

 

The interaction between humans and self-driving vehicles presents a multifaceted challenge, as 

underscored by recent research. Traditional nonverbal cues utilized by human drivers to convey 

awareness and intent to pedestrians are absent in autonomous vehicles, necessitating the 

development of alternative interfaces. Mahadevan et al. (2018) emphasize the importance of multi-

modal interfaces beyond vehicle movement, which can aid pedestrians in understanding the 

vehicles' intentions, particularly in crosswalk scenarios. Drawing from cross-cultural analyses of 

human traffic interaction, Brown et al. (2022) identify fundamental movement elements crucial 

for safe maneuvering on roads, such as gaps, speed, position, indicating, and stopping. These 

insights suggest opportunities for designing vehicle motion to enhance understandability within 

traffic contexts, thus improving overall safety and efficiency.  

 

However, autonomous vehicles still struggle with the complex social dynamics of traffic, as 

evidenced by Brown et al. (2023), who found shortcomings in their ability to navigate yielding 

situations. This highlights the challenges in designing autonomous vehicles to effectively 

communicate intentions and respond appropriately to other road users' actions. As a higher 

manifestation of intelligent behavior, social behavior is still difficult for current AVs to handle 

these social interactions. 

 

Moreover, the challenges drivers face when using GPS navigation systems, as Brown & Laurier 

(2012) investigated, underscore the need for technology to support "instructed action" by fostering 

a better understanding of how drivers interact with navigation systems. This insight is relevant for 

designing interfaces that facilitate seamless collaboration between human operators and automated 

systems. Similarly, the analysis of public videos of assisted and autonomous driving by Brown 

and Laurier (2017) emphasizes the importance of transparency in vehicle actions to enhance 

mutual understanding among drivers and improve overall road safety. This highlights the need for 

vehicle systems to communicate their intentions and actions effectively to human drivers and other 

road users. 

 

Overall, these studies underscore the complexities inherent in human-vehicle interaction (HVI) 

and suggest avenues for designing interfaces and motion behaviors that facilitate clear 

communication of vehicle intentions while ensuring safety and efficiency on the roads. Future 

research should continue to explore innovative solutions to address these challenges and facilitate 

the integration of autonomous vehicles into existing traffic ecosystems. 



1.2 Trust in human-machine interaction study 

Trust plays a pivotal role in shaping human interaction with machines (Harper & Odom, 2014; 

Ivarsson & Lindwall, 2023), particularly in the context of human-robot interaction (HRI) and 

human-agent interaction (HAI). Plurkowski et al. (2011) highlight the significance of interactional 

repair mechanisms in human-robot interactions, drawing insights from card-game activities to 

inform the design of autonomous social robotic systems. Their study employs a conversation 

analytic (CA) approach to examine how humans identify and manage interactional trouble within 

activities, offering implications for future autonomous robot design. Rieger et al. (2023) look into 

the dynamics of trust formation in human-agent interactions, comparing trust attitudes towards 

automated systems and human experts. Their findings suggest that trust attitude and perceived 

reliability are higher for human experts than for AI, emphasizing the importance of considering 

agent expertise in HAI scenarios. This underscores the existence of an imperfect automation 

schema, indicating potential challenges when introducing novel AI support agents. González-

Martínez & Mlynář (2019) introduce the concept of "practical trust," emphasizing the continuous 

practical work involved in trust formation within interpersonal interactions. They advocate for 

empirical research to identify the specific practices that constitute trust as an interactional 

phenomenon, highlighting its strong link to the organization of action and accountability. Watson 

(2014, 2009) revisits Garfinkel's notion of trust (Garfinkel, 1963; Turowetz & Rawls, 2020), 

emphasizing trust as a background condition for mutually intelligible action. Through an 

ethnomethodological lens, Watson (2014) underscores the importance of understanding trust 

within the context of constitutive practices and everyday sense-making activities. Eisenmann et al. 

(2023) examine Garfinkel's research on human-machine interaction, particularly with ELIZA and 

LYRIC programs from 1967 to 1969. They argue that successful human-machine interaction relies 

on exploiting human sense-making practices rather than solely on machine characteristics. This 

historical perspective has implications for contemporary AI design, suggesting a need to integrate 

human social practices into computational systems. Ivarsson and Lindwall (2023) examine the 

issue of trust and suspicion in conversational agents and human interaction. By departing from 

ethnomethodology and conversation analysis, they illustrate how parties in a conversation 

understand their interactional partners. When suspicion is roused, shared understanding is 

disrupted. They claim that the proliferation of conversational systems, fueled by artificial 

intelligence, may have unintended consequences, including impacts on human–human 

interactions. 

 

In summary, past related works highlight the multifaceted nature of trust in human-machine 

interaction, emphasizing its role in shaping intersubjectivity and interobjectivity (Latour, 1996), 

informing design considerations, and enacting trust as a social reality (Lewis & Weigert, 1985). 

Ethnomethodological approaches offer valuable insights into the practical work involved in trust 

formation, while historical perspectives provide context for understanding the evolving nature of 

human-machine interactions. 

 

 

 

 

 



1.3 The ‘Zero Takeovers’ Challenge in full self-driving mode 

     
Figure 1. FSD Youtubers are doing “zero takeovers” testing on self-driving cars, usually by 
keeping their hands off the steering wheel 
 
Some full self-driving (FSD) testing Youtubers would like to take the so-called ‘zero takeovers’ 

challenge (figure 1). They try to put no hands on the steering wheel and the touchpad (Jung et al., 

2020) and keep the vehicle driving by itself as long and as much as possible, even if it is conditions 

like night, snow, or hill roads. 

 

The following case is an example showing how the tester tries to keep the car turned by itself at 

an intersection in a moment-by-moment way. Although trying to keep his hands off the steering 

wheel, the driver holds his two hands just above the wheel and monitors the car’s motions all the 

way, trying to achieve the accomplishment of “don’t hit anything.” He narrates and describes every 

essential action of the car and the road conditions, appearing to decide to touch and control the 

wheel at any time.  

 



 

 
Figure 2: “Don’t hit anything”. Driver doing “zero takeover challenge” in FSD mode. I use 
a comic fashion visualization for the transcription of moment-by-moment interactions. Video 
from Marques Brownlee YouTube channel, Dec 15, 2022 
 
Keeping the hands at a close distance from the wheel or even holding the hands on the wheel is a 

way of dealing with the issue of trust in FSD. Here is another case that shows the driver always 

holding his hands on the steering wheel because “I didn’t trust there” in his narrative of the video. 

The driver claims the car does not manage so well in some situations, even for the Enhanced 

Autopilot.  



 

 
Figure 3. A driver chooses to “always have to hold your hand on the steering wheel” in FSD 
mode. 
 
The issue emerges as how drivers deal with situations in which they do not trust self-driving cars 

and how they take over by adopting human assisting actions (Brown & Laurier, 2017) in situ and 

in vivo (Cahour et al., 2012). In this paper, we aim to examine how human drivers’ taking over 

actions occur as situated and multimodal practices in full self-driving mode by investigating “why 

take over now” from the perspective of EMCA. We will check some of the typical situations in 

which the drive takes over. 

 
2 Method and data 

2.1 Public online FSD testing videos  
 
Online collections of third-party videos offer a valuable source of information on human 

interactions and technology use in various settings, especially with the advent of new technologies. 

YouTube is currently the most extensive repository of third-party videos in the world. However, 

it is essential to exercise caution when searching for, organizing, and reusing videos on the 

platform. Raw data from online self-driving car testing videos adhere to the naturally occurring 

principle of conversation analytic video analysis (Deppermann et al., 2018). For this study, we 

collected 12 hours of video from YouTube. In our data corpus, there are altogether 50 clips that 

come from 24 YouTubers.  
 



 
Figure 4. Screenshot of part of our selected self-driving testing channels 

 
2.2 Multimodal conversation analysis 

 
We employ multimodal conversation analysis (Hazel et al., 2014; Schegloff, 2007) as the research 

method. Our analysis aims to identify, describe, and explain the orderly and recurrent practices 

adopted by participants during the driving activities. We closely examine the multimodal resources 

that emerge within the technologized contextual configurations, including gestures, gaze, body 

postures, and the embodied manipulation of all devices. 

 

The next-turn proof procedure by Sacks, Schegloff, and Jefferson (1974) is an essential guide for 

the conversation analytic approach. To gain insights into the question "Why that now" (Schegloff 

& Sacks, 1973: 299), analysts can examine how a turn is related to the previous turn and how it is 

responded to. In other words, people display their understanding of the preceding turn in their next 

turn, which can be used for analysis. 

 

There are two main ways of transcribing the data. The first is the typical way of combining 

screenshots of critical actions and verbal interactions (Extracts 1, 3, and 4). The second is we use 

a comic style visualization (Brown et al., 2023) with the driver(s)’ narratives or dialogues 

superimposed on the screenshots for the transcription of the unfolding naturally-occurring 

interactions (Extract 2, and the “don’t hit anything” case above).  

 
3 Analysis: Human Assisting As Situated And Multimodal 

Practices In Full-Self Driving 
 
3.1 Turning the steering wheel: “feeling a little bit too close to that car there” 
 



Extract 1  
(from “Whole Mars Catalog” YouTube channel, 
https://www.youtube.com/watch?v=sqDsdYq39cI) 
 

01 D: I think (.) the more you're able to monetize the software  
02    (1.0) the more you can (1.0) bring down the price of the cars.  
03    it actually (.) makes sense to hook them with a low-priced  
04    car#1.1(.) so that you can then (.) hook them onto#1.2(.)  
05    so#1.3ftware services#1.4.                                    

   (1.1 driving using FSD, with  

      hands off the wheel) 

    
  (1.2 starting taking over)(1.3 turning the wheel)                 

   (1.4 finishing the taking over) 

06    feeling a little bit too close to that car there#1.5,(.) .h so  
07    that's why I took over. (2.5) B/ut you can see it did pretty  
08    well (.) navigated all the way here,  

         (1.5 continuing the FSD 

mode) 

 

https://www.youtube.com/watch?v=sqDsdYq39cI


In this case, the Tesla car in FSD mode reaches almost the end of the trip under the Golden Gate 

Bridge in San Francisco when the driver talks about self-driving cars’ business modes. In line 4, 

he starts taking over (image 1.2). He turns the wheel (image 1.3), making the car head leftwards. 

In his later narratives, he accounts for his action (lines 6-7), saying that he feels too close to the 

car ahead and takes over. He also produces a positive assessment of the FSD mode that “but you 

can see it did pretty well (.) navigated all the way here”.  

 

In this case, the driver treats the car’s move/action as going too close to a car/almost hitting the 

car. He responds by switching the car’s direction before the assumed “hitting.” This case reflects 

a conflict between the machine’s decision and the human driver’s decision/judgment (Park et al., 

2020).  

 
3.2 Giving a little accelerator press: “Very slowly and cautiously. Maybe a little 

too cautiously” 
 
Extract 2 
(from the “Whole Mars Catalog” YouTube channel) 
 



 
 
The driver is in an FSD Tesla, and one of his friends sits beside him as a front passenger. The car 

is going through a construction zone at the moment. The car moves very slowly. The driver treats 

this action as being cautious and “maybe a little too cautiously.” The car even finally stopped. 

Confusion about intent, particularly when driving at speed, could easily cascade into collisions or 

other problems on the road (such as holding up traffic) (Brown et al., 2023). It is at this conjuncture 

that the driver narrates and gives it a little accelerator press.  

 
3.3 Changing lanes: “It just turned down the oncoming lane” 
 
Extract 3 
(From “Out of Spec Dave” YouTube channel, 
https://www.youtube.com/watch?v=XDxjB6bFLRg)  
(D means ‘driver’; C means ‘co-pilot’ as front passenger) 
 

https://www.youtube.com/watch?v=XDxjB6bFLRg


01 D: Let's put it on the FSD#3.1 beta now, here in the middle of  
02    the intersection, now it's back [up- 

   3.1 

03 C:                                 [Whoa#3.2 
04 D: Oh#3.3: okay 

   3.2 3.3 

05 D: .hh I’m covering the [brake,  
06 C:                      [There was a red Ver[sa,  
07 D:                                          [WHoa#3.4 I’m  
08    covering the brake                                                    

   3.4     

09 C: it knew it was a red Ver[sa-  
10 D:                         [It's like-  
11 C: your most hated car.  
12 D: but now there's no room GO/ 
13 C: Go  
14 D: hahahaha 
15 C: There we go.  
16 D: Whoa, we're on the#3.5-[oncoming-  
17 C:                        [OH:: this is not good.  



   3.5 

18 D: HAHAHAHA#3.6 

   3.6 

19 C: #3.7TH/at was not good. THa:t was not good.         

   3.7 

20 D: .hh it just turned down the oncoming lane.  

 
In this case, the self-driving Tesla makes a mistake after turning left and goes to the oncoming 

lane. The drivers observe this and make the lane change (Laurier et al., 2012). Trust in self-driving 

cars as an observable phenomenon of order requires continuous local work even in the most 

commonplace situations, not to say on complicated roads. From the extract of in-car and out-car 

interaction, we examine the gestalt of projectable aspects of road trips, car motions, and driver 

talks that come to be combined with the task at hand. 

 
3.4 Yielding for a pedestrian: “It doesn’t stop so you have to do that”  
 
Extract 4 



4.1 

4.2 4.3 

(4.4, waits for the pedestrian to pass)

4.5 4.6 
 
The last case deals with and relates to the driving rules, that is, to yield proactively for pedestrians. 

Since it is still hard for a self-driving car to judge whether a pedestrian is just standing by the 

roadside or going to pass the road, it is not easy for it to decide whether it should stop for the 

pedestrian (Brown et al., 2023). Therefore, a human driver needs to take over at such moments 

when necessary. This extract is a typical case illustrating this. The driver is driving a Tesla in FSD 

mode in Switzerland, and the car does not stop for a wheelchair pedestrian, and the driver has to 

take control of that. The two actions pair together and produce a joint activity–yielding and going 

on the social road (Brown & Laurier, 2017). 



 
4 Implications  
 
Based on the four cases we have discussed, we propose that implementing practical improvements 

in self-driving cars, particularly focusing on maintaining a safe following distance, adjusting speed 

dynamically, ensuring accurate adherence to road rules, and prioritizing pedestrian safety, holds 

significant implications for enhancing road safety and efficiency. 

 

Safe Following Distance: Incorporating advanced sensors and algorithms to ensure self-driving 

cars maintain safe distances from other vehicles is crucial. Educational initiatives should 

emphasize the importance of safe following distances for AV operators. 

 

Adaptive Speed Control: AV technology should dynamically adjust speed based on real-time 

traffic conditions and environmental factors. Training for AV operators should emphasize 

compliance with local speed regulations. 

 

Enhanced Road Rule Adherence: Improving the accuracy of AVs' understanding and 

interpretation of road rules is essential. Developers should refine algorithms to recognize and 

respond to road signs and signals accurately. 

 

Pedestrian Priority: Programming self-driving cars to prioritize pedestrian safety through 

advanced detection technologies and predictive algorithms is vital. Public awareness campaigns 

should promote mutual respect between AV operators and pedestrians. 

 

Integrating these practical implications into the design and operation of self-driving cars can 

significantly improve road safety, traffic efficiency, and overall transportation experience.  

 

5 Discussion and conclusion: the road towards “normal natural 

driving”  
 

The journey towards achieving "normal natural driving" with self-driving cars traverses through 

intricate pathways of trust, the symbiotic collaboration between human operators, and 

sophisticated technological systems.  

 

Road Towards “Normal Natural Driving”: As self-driving technology advances, the aspiration 

to emulate the natural and intuitive driving behaviors exhibited by human drivers becomes 

increasingly palpable. The concept of "normal natural driving" embodies the seamless integration 

of autonomous vehicles into the existing fabric of road traffic, where interactions mirror those of 

human-operated vehicles.  

 

Hierarchy of Trust: Central to the successful integration of self-driving cars into the 

transportation ecosystem is the establishment of a hierarchy of trust between humans and 

autonomous systems. This hierarchical structure delineates the roles, responsibilities, and 

decision-making authority of human operators and automated systems.  

 



Combining Brain with the System: The symbiotic fusion of human cognition with artificial 

intelligence represents a paradigm shift in the interaction between humans and autonomous 

systems. By harnessing the complementary strengths of human intuition, adaptability, and moral 

reasoning alongside the computational prowess and efficiency of AI algorithms, we can cultivate 

a synergistic relationship that transcends the capabilities of either entity in isolation.  

 

In conclusion, in this paper, we have documented the challenges drivers with autopilots experience 

on real-world roads by focusing on the practices of humans taking over. Using videos of full self-

driving cars selected from third-party YouTube videos, we have shown how drivers treat the self-

driving car’s moment-by-moment motion as projectable for potentially relevant risky outcomes 

and take over the full self-driving system by assisting action in situ and in vivo, with continuous 

situated monitoring. We have demonstrated four typical situations in which drivers take over in 

the unfolding course of driving action: going too close to the front car, inappropriate speed in the 

local context, wrong recognition of lanes, and pedestrian priority. 

 
 
APPENDIX. TRANSCRIPT CONVENTIONS 

This paper’s transcription conventions mainly adopt Gail Jefferson's (2004) conventions for talk 

and Lorenza Mondada's (2018) conventions for embodied actions. Courier New font is used for 

the transcripts. The main convention symbols involved in this article are as follows: 

 

, means intonation continuation; 

. means downward intonation; 

\ and / represent the falling and rising intonation, respectively; 

(.) means inconspicuous short pauses of the driver’s talk (usually less than 0.2 seconds); 

(2.0) means the silence time of the driver’s talk when more than 0.2 seconds; 

*---> 

---->* asterisk marks the moment and the phase (when the action continues longer than just a 

moment) of the action;  

# indicates where the screenshot appears; 

= indicates the connection of two turns; 

(( )) indicates non-verbal behavior. 

 

 
 

References 

 

Brown, B., & Laurier, E. (2012). The normal natural troubles of driving with GPS. Proceedings of 

the SIGCHI Conference on Human Factors in Computing Systems. 

https://doi.org/10.1145/2207676.2208285  



Brown, B., & Laurier, E. (2017). The trouble with autopilots. Proceedings of the 2017 CHI 

Conference on Human Factors in Computing Systems. 

https://doi.org/10.1145/3025453.3025462  

Brown, B., Broth, M., & Vinkhuyzen, E. (2023). The halting problem: Video analysis of self-

driving cars in traffic. Proceedings of the 2023 CHI Conference on Human Factors in 

Computing Systems. https://doi.org/10.1145/3544548.3581045  

Brown, B., Laurier, E., & Vinkhuyzen, E. (2022). Designing motion: Lessons for self-driving and 

robotic motion from human traffic interaction. Proceedings of the ACM on Human-

Computer Interaction, 7(GROUP), 1–21. https://doi.org/10.1145/3567555  

Cahour, B., Nguyen, C., Forzy, J.-F., & Licoppe, C. (2012). Using an electric car. Proceedings of 

the 30th European Conference on Cognitive Ergonomics. 

https://doi.org/10.1145/2448136.2448142  

Deppermann, A., Mondada, L., & Laurier, E. (2018). Overtaking as an interactional achievement: 

Video analyses of participants' practices in traffic. Gesprachsforschung: Online-Zeitschrift 

zur verbalen Interaktion, 19, 1-131. 

Eisenmann, C., Mlynář, J., Turowetz, J., & Rawls, A. W. (2023). “machine down”: Making sense 

of human–computer interaction—Garfinkel’s research on Eliza and lyric from 1967 to 

1969 and its contemporary relevance. AI &amp; SOCIETY. 

https://doi.org/10.1007/s00146-023-01793-z  

González-Martínez, E., & Mlynář, J. (2019). Practical trust. Social Science Information, 58(4), 

608–630. https://doi.org/10.1177/0539018419890565  



Garfinkel, H. (1963) ‘A Conception of, and Experiments with, “Trust” as a Condition for Stable 

Concerted Actions’, pp. 187–238 in O.J. Harvey (ed.) Motivation and Social Interaction. 

New York: Ronald Press. 

Hazel, S., Mortensen, K., & Rasmussen, G. (2014). Introduction: A body of resources – CA studies 

of Social Conduct. Journal of Pragmatics, 65, 1–9. 

https://doi.org/10.1016/j.pragma.2013.10.007 

Harper, R., & Odom, W. (2014). Trusting oneself: An anthropology of digital things and personal 

competence. Trust, Computing, and Society, 272–298. 

https://doi.org/10.1017/cbo9781139828567.017  

Ivarsson, J., & Lindwall, O. (2023). Suspicious minds: The problem of trust and conversational 

agents. Computer Supported Cooperative Work (CSCW), 32(3), 545–571. 

https://doi.org/10.1007/s10606-023-09465-8  

Jefferson, G. (2004). Glossary of transcript symbols with an introduction. Conversation Analysis, 

13–31. https://doi.org/10.1075/pbns.125.02jef 

Jung, J., Lee, S., Hong, J., Youn, E., & Lee, G. (2020). Voice+tactile: Augmenting in-vehicle voice 

user interface with tactile touchpad interaction. Proceedings of the 2020 CHI Conference 

on Human Factors in Computing Systems. https://doi.org/10.1145/3313831.3376863  

Kaneyasu, M., & Iwasaki, S. (2017). Indexing ‘entrustment’: An analysis of the Japanese 

formulaic construction [n da yo n]. Discourse Studies, 19(4), 402–421. 

https://doi.org/10.1177/1461445617706592  

Latour, B. (1996). On interobjectivity. Mind, Culture, and Activity, 3(4), 228–245. 

https://doi.org/10.1207/s15327884mca0304_2  

https://doi.org/10.1016/j.pragma.2013.10.007


Laurier, E., Brown, B., & Hayden, L. (2012). What it means to change lanes: Actions, emotions 

and wayfinding in the family car. Semiotica, 2012(191). https://doi.org/10.1515/sem-2012-

0058  

Lewis, J. D., & Weigert, A. (1985). Trust as a social reality. Social Forces, 63(4), 967. 

https://doi.org/10.2307/2578601  

Lindholm, C., & Stevanovic, M. (2022). Challenges of trust in atypical interaction. Pragmatics and 

Society, 13(1), 107–125. https://doi.org/10.1075/ps.18077.lin  

Mondada, L. (2018). Multiple temporalities of language and body in interaction: Challenges for 

transcribing multimodality. Research on Language and Social Interaction, 51(1), 85–106. 

https://doi.org/10.1080/08351813.2018.1413878 

Mahadevan, K., Somanath, S., & Sharlin, E. (2018). Communicating Awareness and intent in 

autonomous vehicle-pedestrian interaction. Proceedings of the 2018 CHI Conference on 

Human Factors in Computing Systems. https://doi.org/10.1145/3173574.3174003  

Park, S. Y., Moore, D. J., & Sirkin, D. (2020). What a driver wants: User preferences in semi-

autonomous vehicle decision-making. Proceedings of the 2020 CHI Conference on Human 

Factors in Computing Systems. https://doi.org/10.1145/3313831.3376644  

Plurkowski, L., Chu, M., & Vinkhuyzen, E. (2011). The implications of interactional “repair” for 

human-robot interaction design. 2011 IEEE/WIC/ACM International Conferences on Web 

Intelligence and Intelligent Agent Technology. https://doi.org/10.1109/wi-iat.2011.213  

Rieger, T., Kugler, L., Manzey, D., & Roesler, E. (2023). The (im)perfect automation schema: 

Who is trusted more, automated or human decision support? Human Factors: The Journal 

of the Human Factors and Ergonomics Society. 

https://doi.org/10.1177/00187208231197347  



Sacks, H., Schegloff, E. A., & Jefferson, G. (1974). A simplest systematics for the organization of 

turn-taking for conversation. Language, 50(4), 696. https://doi.org/10.2307/412243 

Schegloff, E. A. and Sacks, H. 1973. Opening Up Closings. Semiotica 8: 289–327. 

Schegloff, E. A. (2007). Sequence Organization in interaction: A Primer in conversation analysis. 

Cambridge University Press. 

Turowetz, J., & Rawls, A. W. (2020). The development of Garfinkel’s ‘Trust’ argument from 1947 

to 1967: Demonstrating how inequality disrupts sense and self-making. Journal of Classical 

Sociology, 21(1), 3–37. https://doi.org/10.1177/1468795x19894423  

Watson, R. (2009). Constitutive practices and Garfinkel’s notion of trust: Revisited. Journal of 

Classical Sociology, 9(4), 475–499. https://doi.org/10.1177/1468795x09344453  

Watson, R. (2014). Trust in interpersonal interaction and cloud computing. Trust, Computing, and 

Society, 172–198. https://doi.org/10.1017/cbo9781139828567.012  

 
 
 



Barra, Paola, Cantone, Andrea Antonio, Francese, Rita, Giammetti, Marco, Sais,
Raffaele, Santosuosso, Otino Pio, Sepe, Aurelio, Spera, Simone, Tortora, Genoveffa,
Vitiello, Giuliana (2024): A Task-oriented Multimodal Conversational Interface for a
CSCW Immersive Virtual Environment. In: Proceedings of the 22nd European Conference
on Computer-Supported Cooperative Work: The International Venue on Practice-centered
Computing on the Design of Cooperation Technologies - Exploratory papers, Reports of
the European Society for Socially Embedded Technologies (ISSN 2510-2591), DOI:
10.48340/ecscw2024_ep05

Copyright 2024 held by Authors, DOI 10.48340/ecscw2024_ep05
Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed for
profit or commercial advantage and that copies bear this notice and the full citation on the
first page. Abstracting with credit is permitted. To copy otherwise, to republish, to post on
servers, or to redistribute to lists, contact the Authors.

A Task-oriented Multimodal
Conversational Interface for a CSCW
Immersive Virtual Environment

Paola Barra1, Andrea Antonio Cantone2, Rita Francese2, Marco
Giammetti2, Raffaele Sais2, Otino Pio Santosuosso2, Aurelio Sepe2,
Simone Spera2, Genoveffa Tortora2, and Giuliana Vitiello2

1Department of Science and Technology, University of Naples
Parthenope, Italy
2Department of Computer Science, University of Salerno, Italy

Abstract. In CSCW immersive Virtual Reality environments, users may be uncomfortable
when interacting with a two-dimensional menu. Multimodal conversational interfaces may
enhance the interaction enabling users to communicate with the system in different

1



modalities. In this paper, we investigate the use of an embodied multimodal chatbot for
improving interaction in a Virtual Reality (VR) environment simulating a working context. In
particular, we adopt a User-Centered Design approach to build a multimodal
conversational interface, named Muxi, in which a task-oriented voice avatar is enhanced
with an interactive board for supporting meeting organization in VR. Users were involved
in all the development phases, from task definition to iterative user testing. To assess the
usability of the proposed interface, we conducted a controlled experiment involving 32
participants to compare the use of Muxi with a traditional menu-based interface in a
CSCW environment. We performed quantitative analysis, concerning efficiency and
effectiveness assessment, and qualitative analysis, related to participant cognitive load
and perceived usability. Results revealed that our multimodal interface increases usability
by greatly alleviating cognitive load and improving user performance, representing a good
alternative to a menu-based interface.

1 Introduction

Since the advent of the Graphical User Interface (GUI), menus have been
recognized as essential tools for computer users. They help users navigate through
various items and select one of them. They are also adopted in 3D VR
environments, where they require the user to select the menu item by using
gestures or controllers to indicate the object and confirm the selection (Mundt and
Mathew, 2020; Wang et al., 2021).

In VR, however, the user is immersed in a three-dimensional, spatial
environment, and it may be uncomfortable to have to interact with a
two-dimensional menu. Multimodal conversational interfaces may enable the user
to communicate with the computer in different modalities, such as speech, text,
gesture, image, video, and sound. Introducing them in VR environments may
improve the system’s usability. VR voice assistants are generally implemented by
using an avatar (Zhao et al., 2022) to increase the presence perception and
engagement of the users by providing a more realistic interaction.

The design of a multimodal conversational interface is not an easy task
(Crovari et al., 2020; Francese et al., 2022). It requires the choice of the most
appropriate interaction modalities for the user, the task, and the context. In
addition, multiple modalities have to be integrated coherently and consistently,
providing clear and intuitive feedback to the user (Sebillo et al., 2009). In
multimodal conversational interfaces, interaction may also depend on the chatbot
type, ranging from service chatbot useful for customer support (Mohamad Suhaili
et al., 2021), to task-oriented chatbot helping users complete tasks in specific
domains, to Personal Assistants, serving the user continuously, to general purpose
chatbots (Følstad et al., 2019). Chatbots are also adopted to support collaborative
work and learning in VR environments (Trappey et al., 2022; David et al., 2019;
De Lucia et al., 2009).



In this paper, we equipped the multi-user VR CSCW Environment MetaCUX
(Barra et al., 2023a,b) with a multi-modal conversational interface, named Muxi,
for helping users in tasks related to the setting of a working environment, such as
creating a meeting room.

The main contributions of the paper are the following:
• We describe the User-Centered Design (UCD) approach we followed to

design a multi-modal task-oriented CSCW conversational interface.
• The proposed interface enhances the vocal interaction provided by an

embodied avatar with a board GUI.
• We conduct a user study involving 32 participants aiming at assessing the

impact of the use of a multimodal task-oriented chatbot versus a menu-based
interface on user performance and perception when interacting in an
immersive virtual environment.

The paper is structured as follows: Section 2 discusses related work. Section
3 describes the MetaCUX system and Section 4 describes the UCD methodology
used for the development of the multimodal conversational interface Muxi. Section
5 describes the experimental user study while in Section 6 results are reported and
discussed. Finally, Section 7 concludes the paper.

2 Related work

In this section, we discuss the research efforts that have been devoted to the use
and assessment of menu-based and Chatbot interfaces in VR environments, and the
support offered by task-oriented chatbots in VR CSCW environments.

2.1 Menu-based interface in VR environment

Das and Borst (2010) compared different types of design choices for Menu in VR:
layout (pie vs. linear list), placement (fixed vs. contextual), and pointing method
(ray vs. pointer-attached-to-menu) reporting the pros and cons of each of them.
They involved 34 participants and compared time and errors. Mundt and Mathew
also assessed the use of several types of pie-menu (Mundt and Mathew, 2020) with
24 participants, assessing usability, user experience, presence, error rate, and
selection time.

The authors in (Lipari and Borst, 2015) integrated touch menus into a cohesive
smartphone-based VR controller. Users transitioned between the menu interaction
area and the other for spatial interactions such as VR object navigation areas. The
study involved 20 participants and compared touch menu selection and ray-based
selection by measuring time, errors, and user satisfaction. Results showed that both
techniques have advantages and disadvantages.

Wang et al. (2021) assessed the use of handled menus in VR that follow the
users to move, without obstructing their vision. They compared two types of menu



interfaces (fixed menu and handheld menu) and three selection techniques. The
choice of the solution depends on the contexts of use and end-users.

2.2 Chatbot in VR environment

The amount of experiments on chatbot usability has increased in the literature.
Generally, it is assessed with experiments measuring usability based on
effectiveness, efficiency, and satisfaction (Ren et al., 2022). The study proposed in
(Nguyen et al., 2022) investigated disparities in user satisfaction between a chatbot
and a menu-based interface system related to a mobile app. The research findings
reveal that the use of the chatbot results in a decreased level of perceived autonomy
and increased cognitive load compared to menu-based interface systems,
ultimately leading to lower user satisfaction. This study suggests that advanced
technology may not always be the optimal solution to organizational problems,
which could lead to unintended negative consequences if user concerns are not
adequately addressed.

Concerning the usability assessment of chatbots in VR, few works performed
this kind of analysis. Indeed, Trappey et al. (2022) introduced a VR chatbot trained
to answer frequently asked questions (FAQs) from a power transformer
manufacturer. They assessed only the performance of the NLP models, which
achieved an accuracy rate exceeding 91%. No user study has been conducted. In
(Xie et al., 2023), chatbots are integrated into a university platform to assist both
students and teachers with various tasks. Also in this study, no user study has been
conducted.

Pick et al. (2017) compared speech-based and pie-menu-based interaction for
the control of complex VR applications. They conducted a user study with 20
participants and assessed their performance in terms of time and errors and
perceived usability. It resulted that on one side, speech is faster but on the other
side pie menus are less error-prone.

2.3 Supporting CSCW with task-oriented chatbots

Task-oriented chatbots in VR are designed with specific purposes. They focus on
assisting users in achieving well-defined tasks within the working VR environment.
Examples include managing virtual meetings, coordinating complex projects, or
providing real-time information.

Wang et al. (2023) provided guidance for online retailers to design chatbots
with appropriate communication styles for effective service recovery in electronic
commerce. Trappey et al. (2022) considered the context of industrial equipment
manufacturing, involving customized design, assembly, installation, and
maintenance services for electric power transformers. These services cater to the
specific needs of customers. They proposed a VR-Enabled Chatbot for intelligent
engineering consultation. The chatbot provides VR users with highly interactive
and realistic graphical views during engineering counseling sessions.



Figure 1: The adopted development process.

Unlike previous works that investigated the use of chatbot or menu-based
interfaces, we propose a multimodal conversational interface enhancing a vocal
chatbot represented by a virtual avatar with an interactive board. The novelty of
this paper lies also in adapting UCD principles to chatbot development in a CSCW
VR meeting environment, ensuring that these AI-driven interfaces truly enhance
user experiences and seamlessly integrate into their daily interactions. We also
assess the multimodal interface usability by comparing it with an already existing
menu-based interface.

3 The MetaCUX system

The MetaCUX system is a multi-user CSCW VR immersive environment (Barra
et al., 2023b,a). It allows users to choose a customized avatar, offered by Meta, for
navigating different virtual rooms.

A user can play two roles: the organizer, enabled to create a new public or
private room, select the scenario, and manage the creation and scheduling of various
activities, such as meetings, interviews, etc. or the participant, enabled to enter
rooms and perform activities organized by other users. Whenever the organizer
changes the room scenario, all users in the room can view the change in real-time.
The new scenario is automatically loaded for everyone.

4 Enhancing MetaCUX through a UCD approach

The goal of introducing a multimodal assistant into MetaCUX is to try to simplify
the interaction. To this aim, we adopted a UCD methodological approach consisting
of the steps summarized in Fig.1. We involved the users in the various development
phases.



4.1 Requirement definition

Muxi is expected to assist the user in performing the meeting management inside
the MetaCUX environment.

4.1.1 Chatbot definition

The chatbot is task-oriented (chatbot type definition) to be used in a CSCW VR
environment. For this type of chatbot, we select a user-driven dialogue (dialog type
definition): the chatbot has to identify the user intent, serve it, and provide
feedback on the result. The relation is short-term (relation-type definition): the
chatbot considers the user as a newcomer, it does not remember the past
interactions (Følstad et al., 2019).

4.1.2 Task definition

To identify the tasks that require greater support we performed a preliminary study
on the management of a meeting in MetaCUX, involving three HCI experts. We
first let them freely use the original system and then asked them to use the features
for creating rooms, changing the scenarios, scheduling and participating in a
meeting, writing on the whiteboard, and so on. Then, immediately after leaving the
experience, we conducted a focus group (Kontio et al., 2008) by following a
discussion template previously prepared by the authors of this paper (Cassell et al.,
2004). During the focus group meeting, which lasted 30 minutes, participants had
to reveal the positive and negative aspects of their experience. From the discussion
it emerged that the most critical interaction aspects were found for the following
tasks:

• Creating a new room;
• Scheduling a new meeting;
• Changing the room scenario.

4.2 NLP model development

In this study, targeted data collection was conducted to develop two Deep Learning
models: one for intent recognition and the other, Named Entity Recognition (NER),
capable of understanding and interpreting users’ intentions and recognizing named
entities within a voice request. We associated each interaction task with an intent
Muxi has to detect to accomplish the task.

4.2.1 Dataset creation

To create a dataset for training the NLP model implementing the chatbot Muxi,
we first studied possible human-based dialogues for performing those tasks. Thus,
we conducted a survey, which provides an example of the three intents the chatbot
has to execute and requires two sentences for each of them. This small number of



sentences has been chosen to avoid overloading the user. A group of 31 volunteer
users (Computer Science students) were involved. They were asked to simulate the
inquiry of a voice assistant for performing the considered tasks and fill out the form
with their requests. We collected 186 sentences.

4.2.2 Data Augmentation

We removed the duplicated sentences. Then, the original dataset, consisting of 157
sentences collected with their corresponding intent labels was input to ChatGPT
which was required to generate similar sentences. It was also tasked with altering
the structure of existing sentences. This approach resulted in the generation of a
new dataset consisting of 900 sentences, divided into 300 sentences for each of the
three intents.

To create a training dataset for intent detection the data collected were
pre-processed as follows.

1. Data Cleaning, consisting in removing duplicate and inconsistent sentences.

2. Tokenization, the method of splitting a large text into tokens, which are shorter
texts.

3. Stopwording, consisting in the removal of commonly used terms, such as "a",
"an", and "the".

4. Lemminization, consisting in reducing the words to their root, e.g., "running"
is reduced to "run".

5. Vectorization and Transformation, the text data were converted into a numeric
format so that it can be used as input for NLP tasks for BERT.

4.2.3 NER dataset creation

The tagging of the datasets of NER models was done manually. In particular, we
defined the tags for intent as follows:

• Create rooms:
– Scenario type: B_TYPE_SCEN;
– Number of participants: B_NUM_PART;
– Room name: B_NAME

• Create meeting:
– Name meeting: B_NAME-MEETING;
– Meeting description: B_DESCR;
– Day: B_DAY;
– Month: B_MONTH;
– Start time: B_HOUR-START;
– Finish time: B_HOUR-END;



• Change scenario:
– Scenario name: B_NAME_SCEN;

The dataset was divided into sentences and words, along with their respective named
entity labels. Additionally, missing labels were filled using the forward-fill method
to ensure dataset consistency. The labels were converted to uppercase for uniform
formatting.

4.3 Model development

For intent recognition, we adopted the pre-trained BERT model1. In particular, we
adapted the BERT model for the specific task of intent recognition by including a
dropout layer to prevent overfitting, and an output layer for the three intent
classifications. Also, the NER model is based on BERT, utilizing the
implementation provided by the "simpletransformers" library2.

Both models were validated with K-fold cross-validation, for K=5. Their
performance was assessed by using on the test set standard multiclass evaluation
metrics, such as Macro Average Precision (MAPrecision), Macro Average Recall
(MARecall), and Macro Average F1 (MAF1) (Berger and Guda, 2020), reported in
Table I for both the models and computed as follows, where pi and ri are precision
and recall computed on the multiclass Confusion Matrix on the i-th class, for
i = 1 . . . 3. These measures are computed by assessing the Task Completion
Success.

MAPrecision =

∑3
i=1 pi
3

,MARecall =

∑3
i=1 ri
3

)

MAF1 = 2 ∗
(
MAPrecision ∗MARecall

MAPrecision+MARecall

)

Table I: Model performance

Model MAPrecision MARecall MAF1

Intent rec. 92.72 91.52 92.12
NER 89.24 88.07 88.65

When the accuracy of all three intents is lower than 75% we consider that the
chatbot does not understand the question or it is inappropriate.

4.4 Multimodal interface design

The design phase is concerned with both the visual appearance of the interface and
the interaction modality the interface offers.

1 https://huggingface.co/docs/transformers/index
2 https://simpletransformers.ai/



Table II: The adopted usability guidelines (Crovari et al., 2020)

ID Guideline
P1 Show, don’t tell.
P2 Separate feedback from support
P3 Show information only when necessary
P4 Design a light interface — emphasize

content
P5 Show one modality at a time
P6 Do not overload multiple modalities

beyond user preferences and capabilities
P7 Use multi-modality to resolve

ambiguities

4.4.1 Visual Interface design

To make the user experience more engaging and realistic in a task-oriented
interaction, we decided to represent the chatbot with an avatar. In some cases,
visual interaction may be preferred to the vocal one, e.g., when a list of the
available actions is provided. Thus, we decided to offer a multimodal interface
consisting of the chatbot avatar equipped with an interactive board. The
appearance of the avatar and the board should be appropriate for the type of
environment in which they are introduced, a working setting in our case. The final
result is shown in Fig. 2, where the user is on the left (with the label of his name)
and the avatar is on the right, near the board. We animated the avatar with
movements that resemble a person gesturing while speaking.

4.4.2 Interaction design

There is a need to design how the different communication approaches have to
combine the two elements (chatbot and board) to avoid overloading or confusing
the user, also considering the wide space of the virtual environment. We followed
the design guidelines (Crovari et al., 2020) summarized in Table II while Table III
describes how the guidelines have been applied to the Muxi design.

As shown in Fig. 2, the user avatar starts the interaction with the chatbot by
pressing the "Ask me" button on the board. In particular, the P1 guideline is related
to providing the user feedback on what the chatbot has understood of the user
request. The user may pronounce a sentence, such as "Create a meeting room for
twenty people called job interviews." Visual feedback is provided on the higher
part of the board, where the text of the user command is displayed. This is useful
to permit the user to give again the command in case of misunderstanding. In the
case the conversation is out of the three individuated topics the chatbot vocally
specifies that it does not understand the question and shows on the board a
description of the task it may perform (P2).



Figure 2: The multimodal conversational interface.

Table III: Application of the usability guidelines to the Muxi interface design

ID Guideline application
P1 Use the visual interface to display the user

sentence after the pronunciation.
P2 Feedback on the performed operation is

vocally provided, while support (e.g.,
what the user can or should do in the next
interactions) is visually shown.

P3 The GUI changes according to the
conversation.

P4 The vocal interface provides only
essential information.

P5 One modality at a time is adopted to
provide information.

P6 Feedback is vocally provided, list of
actions is provided in the support visual
interface.

P7 Both the conversational and the visual
interfaces produce a message when a task
is successfully executed.



4.5 Deployment

The multimodal conversational interface is deployed on a client-server system and
communicates with the client via an API call. The interaction between the user and
the bot has been implemented as follows.

• Speech-To-Text: for Speech-To-Text (STT) we adopted the wit.ai3 NLP
platform, which provides various tools and services to build conversational
interfaces.

• Bot intent elaboration: the translated text is sent to the trained NLP models
that recognize the intent of the sentence and the related attributes.

• Text-To-Speech Result: the opensource TTS engine eSpeak4 has been
selected.

• Avatar implementation: The Muxi avatar performs the required action and
provides feedback to the user. It was created using the ready player sdk5

and has lip and body movements synchronized with the bot’s voice during
conversation. It is included in MetaCUX.

4.6 Pilot user testing

We performed two iterations. In the first, we involved three users (the same
participating in the task definition phase) to experiment with the first Wizard-of-Oz
prototype, in which the avatar speech was pronounced by one of the authors, and
another author managed the room changes and the display. One of the participants
suggested better highlighting the "Ask me" button. In the first iteration, the avatar
was a futuristic man with a head-mounted display. An avatar more appropriate to a
working setting was preferred, such as the man dressed formally shown in Fig. 2.

We performed a second iteration with the same users and a running prototype.
Participants suggested displaying the user sentence (see the top of the board in Fig.
2) and adding the Chatbot feedback when the intent is not understood. We enhanced
the final prototype with these last suggestions and then performed a user study with
real users, as described in the following.

5 Evaluation Planning and design

The experimental design and other measures were approved by Computer Science
Ethics Board of the University of Salerno. Participants joined the study voluntarily,
and they could leave at any time without having to justify their decision.

3 https://wit.ai/
4 https://espeak.sourceforge.net
5 https://readyplayer.me/



Figure 3: (a) Age and (b) experience with VR device of participants

5.1 Goal

The goal of the study is the following (Basili and Rombach, 1988):
Experiment with the interaction in a CSCW VR environment in order to

evaluate the impact of the use of a task-oriented multimodal conversational
interface when compared with a menu-based interface with respect to usability
from the point of view of end-users in the context of a meeting management
setting.

Starting from this goal we formulated the following Research Question (RQ):

RQ

When immersing in a virtual environment, is there a difference in usability
whether using a multimodal conversational interface or a menu-based
interface?

5.2 Participants

We involved 32 participants from the University of Salerno. There were 22 males
and 10 females. Their age was distributed according to Fig.3(a) while their
previous experience with the use of VR with head-mounted devices is summarized
in Fig.3(b).

5.3 Tasks

We identified the following two tasks:
• T1: create a new room and change the scenario room;
• T2: schedule a meeting.

In particular, for task T1, we asked participants to perform these activities: "Create
an interview room for 20 people called Job Interview" and "Change the environment



in a meeting room"; for task T2: "Schedule a meeting with the development team
on December 17th from seven to eight o’clock".

5.4 Study design

Participants performed two tasks, namely T1 and T2 described in the previous
section. They were randomly grouped into two groups named Group1 and Group2,
except for participants experts in VR use, who were equally distributed. All
performed two tasks T1 and T2, and were exposed to two treatments: Menu, when
the user interacts with a menu-based interface, and Chatbot, when the interaction
occurs with Muxi. To avoid bias due to task ordering we adopted a crossover
design (Vegas et al., 2016), where the Menu treatment is provided in T1 for
Group1 and in T2 for Group2. Vice versa for the Chatbot treatment. Figure 4
shows the study design.

5.5 Variables and Measurements

As independent variable, we considered the two treatments Menu and Chatbot.
To assess the two considered interaction modalities we measured the following

dependent variables representing usability, grouped in performance measures and
user perceptions.

Performance measures, measuring performance in terms of:
• Efficiency: Time. It measures the time to perform a task.
• Effectiveness: Errors. It measures the number of errors committed during

the execution, e.g., the number of times the chatbot failed in the Chatbot
treatment and the number of user errors in the Menu treatment.

Users’ perceptions, measuring user satisfaction in terms of:
• Cognitive load, measured through the NASA Task Load Index (NASATLX)

questionnaire (Hart, 2006). It consists of six subscales representing the
following factors: Mental, Physical, and Temporal Demands, Frustration,
Effort, and Performance. To make it simple, the NASA (raw) TLX version
was applied (Hart, 2006), where each sub-scale can get a score that goes
from 0 (low) to 100 (high), except Performance that goes from 0 (Good) to
100 (Poor). The final score is the mean of the individual scores; a smaller
score means lower cognitive load experienced by people performing a task.

• Perceived usability, measured through the System Usability Scale (SUS)
questionnaire (Bangor et al., 2008), a usability tool based on a ten-item
survey, a widely used method. The SUS was evaluated following the
standard approach: all items were rated on a 1–5 Likert scale, all items with
positive wording were transformed as (xpos-1) (adjusting them to 0–4) while
all items with negative wording were transformed as (5-xneg) (reversing the
scale and adjusting to 0–4). The SUS score was then computed by summing
all items and multiplying them by 2.5, resulting in a final score on a scale of
0–100.



Figure 4: Study Design

Figure 5: The MetaCUX interface for the Menu treatment

5.6 Experimental objects

The Chatbot and Menu treatments are conducted in a virtual environment ad-hoc
developed and hosted on the MetaCUX platform, exposing the two interfaces
depicted in Fig. 2 and 5, respectively. To interact with the former interface users
have to speak with the avatar while they have to adopt controllers for performing
the tasks when using the latter.

5.7 Procedure

During the experiment, we followed this procedure:
• Recruitment. Participants were recruited at the University of ***. After

collecting their consensus form, they filled in a pre-test questionnaire,
collecting their demographic information and their experience concerning of
use of VR technology.

• Assignment. Considering the results of the pre-test we randomly distributed
the participants with and without previous experience in VR use in the two
groups (Wohlin et al., 2012).

• Training. Participants received training on how to use the Meta Quest 2 device
and its controllers to engage with the virtual environment. The duration of this
training session was twenty minutes.



• Operation. The participants individually performed the two tasks according
to the study design in Fig.4. At the end of each task, they filled in the
questionnaires described in Section 5.5. A Post-task single open question is
also proposed: What are the positive and negative aspects of this mode of
interaction?

5.8 Analysis procedure

We aim to assess the effect of one factor - the interaction modality - on the
dependent variables Effectiveness and Efficiency. For quantitative variables, a
t-test for normally distributed data or, otherwise, a Wilcoxon Signed Rank Test
may be adopted as our factor has only two levels. We also measure the effect size
by using Cohen’s distance in the case of normally distributed data and Cliff’s
(Cliff, 2014) effect size, otherwise. We fixed the significance level (α) at 0.05.

Concerning the user perception analysis related to cognitive load and perceived
usability, since all questions are measured on a Likert ordinal scale we analyze the
questionnaire results by analyzing the median and adopting nonparametric tests.

6 Results

6.1 Performance analysis

Descriptive statistics of the dependent variables by Treatment are reported in Table
IV. It is possible to see that the Chatbot-based interaction modality reached better
time performance (Median=40.5 sec.) when compared to the menu-based
interaction (Median=61 sec.). This is confirmed by the statistical analysis: Time
was not normally distributed, thus, we applied the Wilcoxon Signed Rank Test and
it resulted in a statistically significant difference with a large negative effect size
(see Tab. V). Similarly, results are also reached by Errors. The boxplot in Fig.6
shows the boxplots of the time by analyzing the two tasks, which confirms this
trend for both tasks. A similar trend occurs also for Errors, see Fig.7.

Table IV: Some descriptive statistics for the dependant variables

Variable Treatment Mean SD Min Median Max

Time (sec.) Chatbot 43.63 16.25 27 40.5 99
Menu 59.69 15.52 31 61 98

Errors Chatbot 0.59 1.01 0 0 4
Menu 2 1.19 0 2 4



Figure 6: Boxplot of the Times to accomplish the two tasks

Figure 7: Boxplot of the Errors to performed during the two tasks

Table V: Results of statistical analysis of quantitative variables

Variable p-value Cliff’s delta
Time 8.303e-06 -0.6484375 (large)
Error 2.69e-06 -0.6484375 (large)



Table VI: Median for NASA-TLX questionnaire (Lower values have less load and
best performance)

Variable Chatbot Menu
Mental Demand 35 70

Physical Demand 20 65
Temporal Demand 25 50

Frustration 15 35
Performance 15 70

Effort 30 60
NASA TLX total score 33.33 58.33

Table VII: SUS Score

Variable Chatbot Menu
SUS score 82.5 48.75

6.2 User perception analysis

6.2.1 Cognitive load

As shown in Table VI, all the median of the NASA-TLX scales related to the
Chatbot treatment always outperforms the Menu treatment ones. This is confirmed
by the statistical analysis (Table VIII): users perceived less cognitive load in all the
scales when using chatbots with a large negative effect size.

6.2.2 Perceived usability

We assessed the SUS score for each participant and treatment. Fig. 8 shows the
results of the single questions. Globally, the Chatbot interface is always better
perceived (note that questions with pair numbers have been reversed). The SUS
score is 54.06 and 82.19 for the Menu and Chatbot treatments, respectively, as
shown in Table VII.

Table VIII: Results of statistical analysis of user perception variables (Chatbot vs
Menu)

Variable p-value Cliff’s delta
Mental Demand 3.168e-08 -0.79 (large)

Physical Demand 1.635e-07 -0.75 (large)
Temporal Demand 3.646e-11 -0.9492188 (large)

Frustration 1.49e-05 -0.6152344 (large)
Performance 6.007e-07 -0.71875 (large)

Effort 2.535e-07 -0.7363281 (large)
Total 6.695e-10 -0.8955078 (large)

SUS score 1.573e-07 0.7617188 (large)



Figure 8: SUS Likert scores summarized for both the treatments (negative answers
are reversed)



6.3 Discussion

Performance measures revealed that to support task-oriented activities in a CSCW
VR environment a multimodal conversational interface may represent a good
alternative to the menu-based interface based on controllers. Indeed, the new
interface performed better in both tasks, as shown in Figures 6 and 7.

According to Bangor et al. (2008), a SUS score higher than 77.8 is in the fourth
quartile. This indicates that Muxi, which scored 82.5, has no relevant usability
problem when compared with the menu approach of the previous version of the
system, which scored 48.75.

NASA TLX scores highlight that the cognitive load was significantly lower for
all the subscales. In particular, Physical and Mental demand, and Performance seem
more affected by the different interaction types.

The performance of NLP models has been further assessed in the experiment
obtaining good results: Muxi user performance and perceptions were far better than
the menu ones with a large effect size. This may suggest that the proposed UCD
development approach has successfully met the users’ needs.

Concerning the open questions related to the chatbot experience, an expert
participant wrote: "Using an avatar allowed me to do what was asked of me
quickly and in a short time. In this way, however, I had less interaction with the
virtual environment in general.". A non-expert user commented "It was easier to
use your voice rather than the headset controllers to experiment. I did the task
much faster."

Comment of an inexpert user related to the menu interface: "The negative aspect
is that this mode of interaction, for those who are less accustomed to the use of
viewers or technology in general, can cause frustration."

These comments may indicate that interfaces based on chatbots may be
particularly useful for non-expert users to start to familiarize themselves with the
environment. Only two experts participated in the experiment, which had the same
trend for all the factors except for Performance and Physical effort: they both
scored better on the menu Performance than Chatbot and signaled a reduced
Physical effort in the Menu case.

6.4 Threats to validity

To address the threats that may affect the validity of our findings we follow the
recommendations by Wohlin et al. (2012).

External validity. We conducted our experiment with a few participants
having different abilities in the use of the technology, which may pose a threat to
the interaction of selection and treatment (i.e., the findings may not apply to all the
people with the same skills). We tried to limit this threat by uniformly distributing
the most skilled participants between the two groups. Furthermore, the adopted
multimodal conversational interface was designed to be appealing and easy to use,
but we acknowledge that our findings may not apply to a different setting
interaction of setting and treatment. The selected tasks were also associated



specifically with the MetaCUX environment. We formulated the two tasks in such
a way as to have about the same duration, to avoid different cognitive loads in the
Menu treatment.

Internal validity. The voluntary participation may introduce a selection threat
because volunteers are usually more motivated than the whole population.

Construct validity. We mitigated the social threats. In particular, participants
have not evaluated (evaluation apprehension), and we did not communicate the
experiment’s aim to avoid influencing their opinion (Experimenter expectancy).

Conclusion validity. The threat of violated assumptions of statistical tests may
exist. To mitigate this threat we adopted non-parametric tests and distances for data
that was not normally distributed and qualitative data.

7 Conclusion

In this paper, we described the User Centered Design process we adopted to create
the task-oriented multimodal conversational interface in a CSCW VR environment
named MetaCUX. A vocal chatbot embodied by an avatar is enhanced by an
interactive board for supporting meeting management by easing interaction
concerning the original menu-based interface and showing additional content. The
empirical investigation involving 32 users aimed to compare the usability of a
menu-based interface with the proposed multimodal interface. Both the
performance and user perception analyses revealed that performance and user
perceptions of the multimodal modalities obtained better results in all the
considered aspects. Thus, the proposed multimodal interface may constitute a
valid solution for designing task-oriented chatbots in CSCW VR environments.
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Introduction

Digitalization is often expedient to increase the efficiency in public administration
with regard to case handling, while simultaneously ensuring more correct handling
of cases in light of the current regulations. In the context of public administration,
digitalization is about "renewing, simplifying and improving" the existing services
and facilitating for increased value creation and innovation (Ministry of
Digitalisation and Public Governance, 2014). Digital transformation in the public
sector is seen as "an important endeavour that is instrumental in public
administration effectiveness as well as the promotion of democratic values and
mechanisms” (Jonathan, 2020, p. 224). Often, the overarching goal of
digitalization is to become a digitally transformed organization that is better
equipped to withstand the stresses of a constantly changing society (Byremo and
Fjellanger, 2024). Digitalization can be understood as a continuous organizational
development process, i.e., a constant and never-ending process (Ribes, 2022).

Most IT development in public sector organizations uses agile methods
(Jørgensen, 2024). While agile development is "relative to each organization"
(Tendedez et al., 2018, p. 2), what distinguishes agile development from
traditional, plan-based development models is the aim to "address the challenge of
an unpredictable world by relying on people and their creativity rather than on
processes" (Dybå and Dingsøyr, 2008, p. 835). As such, agile development
generally refer to approaches that emphasize flexibility, collaboration, and iterative
improvements (Agile Manifesto, 2001). Projects are broken down into smaller,
more manageable tasks to handle changing requirements and feedback from users
(Dybå and Dingsøyr, 2008; Dingsøyr et al., 2012).

In an empirical study of 14 “heavily digitalized” public organizations in
Norway, Bygstad and Iden (2024) found that the most “mature” digitalized
organizations “focus less on strategy and more on continuous development (...)
based on the premise that the organization has a digital infrastructure in
production, which is extended with new products and services, responding
continuously to customer demands and new digital options" (Bygstad and Iden,
2024, p. 6). One of their informants stated that "our focus is on continuous
innovation of services, I am particularly focused on exploiting windows of
opportunity when they open", while another informant argued, "our job is to
digitalise despite the existing technical and organizational structures. Continuous
and agile development requires that we cannot wait for the old structures to
change; rather we must build new structures on top of the old ones.” (Bygstad and
Iden, 2024, p. 7).

Both in academia and in business, agile approaches to development processes
are preferred. It is pointed out that increased flexibility and more autonomous teams
will achieve the goals for digitalization in the best possible way: "It seems that
the emphasis on delivering value for customers through learning along the way,
earlier and frequent deliveries, better utility management along the way and more



flexibility in what is delivered, are flexible elements that have a good effect on
digitalization" (Jørgensen, 2024, p. 80).

In this paper we focus on the work that is done in the organization. We
particularly want to understand how the people who carry out the work experience
the digitalization. We aim to add to the prevailing understanding of agile
development processes by showing how the continuous development is
experienced by those who use the continuously changing systems to support their
everyday work practice. Our aim is to suggest how CSCW can contribute to a
debate on how organizational change is carried out.

The paper is structured as follows. First we briefly present our empirical case
and methods for data collection, before we present our findings, focusing on how
digitalization affects the work that is carried out, how workers cope with the
changing conditions for carrying out their work, and how digitalization is
experienced as an additional part of their work. Finally, we discuss our findings,
focusing on what CSCW as a research field can contribute to the prevailing
discourse on digitalization.

Empirical case and methods

The Labour and Welfare Administration (WA) aims to contribute to social and
economic safety for the citizens, with a focus on the citizens’ employment and
activity. The WA seeks to help citizens maintain a sustainable life in times of
economic challenges by offering a variety of services and financial benefits related
to unemployment, sickness, disability, pension, and so on. As such, their areas of
administration requires collaboration and data sharing with a large number of other
actors, both public and private. WA’s organizational structure includes a large
central Directorate where the IT department is located, and over 250 local offices
distributed in the municipalities all over the country. Most services and welfare
benefits are handled at a governmental level, except for social welfare, i.e., ’the last
security net’ for citizens, which is handled by the municipalities.

The front-line workers who follow up on citizens are generally referred to as
’advisors’ as they manage the clients’ cases over time, with a focus on helping the
clients find or keep employment, or assess if they need financial benefits due to
loss of work ability. Hence, the advisors predominantly work with helping people
who are in difficult life situations with navigating their situation and the WA. The
advisors in local offices have a portfolio of clients they are responsible for. In our
fieldwork, we encountered advisors whose portfolio consisted of approximately 15
cases, and others who had up to 200. As a general rule, the smaller the portfolio,
the more complex each case is. The advisors’ job description thus focus on helping
clients get the help they need within the context of WA. Their daily tasks involve
meetings with clients, answering inquiries from clients or other actors related to a
case (e.g., doctors, employers, and other WA units) and other case handling tasks.

To do their work, the advisors must use a number of IT systems (see Figure 1).
Due to organizational change over time, the number of systems have grown, and



they regularly use up to 6 different systems to handle their work tasks, in addition
to other tools such as Microsoft Word, Teams, e-mail and the Intranet. Old CMS is
a case handling system that was implemented at the beginning of the 2000s. The
advisors we have interviewed state that this system is used mainly for tasks related
to ’work-oriented follow-up,’ e.g., registration for activation measures, case
handling of applications, and reporting from meetings. In this system, there is a lot
of necessary information about the clients, as well as CVs, vacancies, information
on measures, etc. Archive System is referred to by the advisors as an archiving
system that should contain all documents that belong to the client’s cases. In
addition, they can find information on payments and other information related to
the client here. This system is also used for internal communication in the WA
where the advisors can send inquiries to other WA units. New CMS is used by the
advisors mainly as their ’view’ of the client’s page online. Thus, this is the system
the advisors use to interact with the clients digitally, e.g., through the Digital
Dialogue (messaging service) or the Activity Planner (the client’s ’pathway to
employment’). Ancient CMS is a case handling system that was developed in the
late 70s and has been in use ever since. Today, this is rarely used by advisors, but
in certain cases parts of a case handling process must be done here. To handle the
separation between governmental and municipal services and benefits, all cases
related to social welfare is handled in a separate IT system: Municipal CMS.
Furthermore, a Communication system has been implemented in recent years. This
system is described as an off-the-shelf communication tool that allows for
communication both internally and with actors external to WA, such as employers.

Governmental systems

Municipal systems Other tools

Old CMS

Case management 
system for work-
oriented follow up, 
application and 
complaint processing

Municipal CMS

For all casework related 
to social welfare 
benefits and other 
municipal services.

Microsoft Word, Excel, Teams. Intranet, 
Internet, E-mail, Calendar.

Ancient CMS

Case management 
system, mainly used by 
advisors to handle 
certain corner cases.

Archive System

Archiving system 
(applications, medical 
certificates, reports, 
etc.) and interaction 
with other units

New CMS

Case management and 
follow-up (Activity 
planner, Digital 
dialogue, etc.)

Communication 
System

Communication tool. 
Primary system for the 
Call Center. Interaction 
with employers, etc.

Figure 1. An overview of the systems in use on the front-line.

Methods for data collection

The data we build on in this paper are mainly from interviews and observations of
advisors working on the front-line, conducted between 2019-2023. In addition, our



overall understanding of their work situation is based on interviews with the other
groups of employees, e.g., people who work with IT-support or training in the local
offices. In total we have interviewed 7 advisors and 7 employees in other roles. We
have conducted semi-structured interviews where we have focused on asking
questions related to the employee’s role and tasks in WA, particularly on how the
employee uses the digital systems in their everyday work. Some of these
interviews have included groups of employees. The interviews have been
transcribed and analyzed for problems and themes relating to changes in the work
practice. All participants have been made aware of the study’s content and signed a
consent form, and the audio recordings have been stored according to the current
guidelines for research data.

The observations of advisors working were made at the participant’s workplace.
The length of the observations varied depending on what the individual advisor
had time and opportunity for, but we estimate that each of the observation sessions
lasted between 2-6 hours. The researcher who made the observations sat with the
advisors while they carried out their tasks, asked questions, and talked about the
work along the way. In addition, the researcher was allowed to participate in certain
meetings attended by the advisor. The data from the observations are documented
in the researcher’s field notes. As the advisors most often work in an open office
environment, we considered it unethical to make audio recordings of these.

Digitalization in practice

This section presents our analysis of the collected data.

Fragmentation of work
"If I am to process a complaint on [the refusal of a financial benefit], I find the actual
complaint and GP’s documentation in the Archive system, and then there are
conversation reports in New CMS, and then I have to go through Municipal CMS to
see if the client has received social welfare benefits, and then I do the actual
casework in Old CMS."

The digitalization in WA has made it possible to more efficiently cooperate
with external actors such as medical professionals and employers with regard to
the documentation that is needed in the handling of each individual case.
Furthermore, in recent years, online self-services has made it easier for clients to,
e.g., send applications, send inquiries to the WA, and manage their cases. Such
developments have contributed to the growing number of IT systems in use at the
front-line, as new functionality has required technology that was not available in
the older systems. Additionally, when cases are handled digitally, i.e., are made up
of bits and pieces of digital information and documentation, it has become more
convenient for WA to distribute the decision-making power between WA units. For
instance, their ’second-line’ units mostly make the final decisions on granting or
refusing citizens financial benefits.



For the advisors on the front-line, this fragmentation of their work has lead to
changes in practice. Throughout their day, they work with clients’ cases in
increments, e.g., by answering an inquiry from one client before registering a
complaint from a different client. However, to make the right decisions and guide
their clients successfully, they depend on maintaining an overview of individual
clients’ cases. To accommodate the fragmented nature of cases and work tasks,
one advisor kept a Word document as a ’living documentation’ for each of her
clients, where she kept her notes regarding the case for easy access and a better
overview. Similarly, due to the many different systems, their work tasks are also
fragmented in themselves: while doing one single task they regularly navigate
between several different systems and tools, as exemplified in the quote above.

Change is fast-paced and continuous...
"It’s problematic if you think you have learned a routine, and just do it as you
remember because it can be wrong as the routines change so often."

The daily work on the front line is characterized by IT systems that are
constantly changing. We were told that in a given month, the IT department
performed 1400 ’production settings’. While most of these are ’under the hood’, it
illustrates the pace of development. Most changes made to the IT systems are
small, but they occur in an already complex environment. An important focus for
the software development in WA is phasing out the older case handling systems,
i.e, Old CMS and Ancient CMS as they are built on technologies that are ’dying’.
The goal of getting rid of the old systems dictates the kinds of changes that face
the advisors: information and functionality are moved to newer systems.

The advisors experience the development as fast-paced. From one day to the
next, functionality and information can be moved from one system to another, or
there is a new routine to do a process. An example of a type of functionality that
has recently been moved to a different system are what is called ’case handling
notes’, i.e., forms and text that the advisors write to supplement the input in a case
handling process. Earlier, these notes were made in Old CMS, but now they are
mainly found in Archive System. To make sure that the advisors store the notes
correctly, they have access to an overview of which notes should go into what
system. According to one advisor, the process of moving the notes have caused
confusion beyond the location. She explained that some of the functionality has
also been re-named: "Before, there was something called ’letter menu’ and that
was what we used when we wrote these notes. But now we have something called
’note menu’ and something called ’letter menu’, and these are different things.
’Letter menu’ is not ’letter menu’ as it used to, but for sending outgoing letters. So
if I write a case handling note in the ’letter menu’ (...) it will get sent to the client."
By the looks of it, the scope of the change is not easy to understand. Some changes
may cause uncertainty and complications for the advisors in practice.

Even though there is generally more resistance to certain changes among
employees who have been working in the agency for many years, the more



recently employed advisors experience the changes as cumbersome, as there is
’always something new’. The IT department are apparently aware of how the
continuously changing IT systems can cause frustration and difficulties for users.
An example on how they attempt to inform the users of recent changes is through
an easily accessible overview in New CMS, where the users can read about
changes and how it may affect their routines. When observing an advisor
navigating in this system, she accidentally clicked the button and was presented
with a list of recent changes. She immediately exclaimed, "what is this?" and said
that she was not aware that the button existed.

A different example that illustrates the ever-changing systems is from an advisor
who was doing a routine task that spanned several different systems. Even though
she does this task regularly in her work, she used what she termed a ’recipe’ for
the task, i.e., internal documentation describing the workflow, including what needs
to be done in each system, which buttons to press, and which text fields need to
be filled in. While executing the task, she occasionally returned to check that she
was doing everything as described by the recipe. She explained that she prefers
using the recipes, as the systems change so often that she does not care to learn
routines by heart. Similarly, a different advisor mentioned how, when a database
of routine descriptions were moved from one system to another, he needed to learn
new techniques for finding the information he was looking for. In the old database,
he used his visual memory when looking for entries, but when the new system was
implemented, he was required to search for the entries by means of text. As such,
he needed to know which keywords to use instead of remembering what the list of
entries looked like visually.

Several of the advisors illustrated the large number of system changes by
imagining going on holiday for a few weeks. They said they would be
"bewildered" upon their return, and that coming back to work would be "a
complete crisis, because then you are so far behind" with the developments. While
the changes themselves are not always difficult to grasp, it is the totality of changes
over time that seem to be challenging for the users.

...but improvements are slow

While the experience of digitalization generally suggests a fast-paced
development, the advisors simultaneously express that larger changes and new
(innovative) functionality takes a long time before they are implemented in
practice. They have an understanding of the overall plan for the digitalization
efforts that will affect their work in practice. For instance, they know about the
eventual phasing out of the older systems and other, larger bits of functionality that
are planned.

Since the beginning of our fieldwork, the advisors have awaited a technical
solution that makes writing a certain kind of case handling document simpler. The
new solution will delegate some of the tasks in the current process to the clients,
while the advisor is supposed to have a supervising role in the process, i.e.,



checking if the client’s inputs are correct, and approving the document before it is
used in further case processing. Such a solution would make extensive changes to
their work in practice, as the way they do it today require them to, e.g., gather
information from a variety of systems, having conversations with the client
beforehand, and store it in the correct system.

In 2019, one of the advisors explained that "They [i.e., managers and the IT
department] have talked for a long time about how, when we write this [document],
we will no longer do it the way we do it today. It will change (...) and they have
talked about this for a long time, but for the time being, nothing has happened."
In 2020, a different advisor said that "This [document] will be made by the client
himself. It will come in New CMS but it has been postponed indefinitely. We will
probably receive it little by little." In 2023, we were told that "There will come
a new way to make these [documents], but they have talked about it for, what..
ever since I started [in 2018] about how there will be an easier way to make these
[documents] and that the client will do it directly from their Activity Planner (...)
They have worked on this for years and years, but it still has not happened. There
was a solution, but it was taken down as it was not quite right in terms of privacy".

Similarly, in recent years the agency has developed a new deviation handling
system, i.e., a system used to report on, e.g., issues with privacy, and for reporting
cases where clients behave in threatening or discriminatory manners. The old
deviation system was ’really difficult’ to use, and it was suggested that deviations
were under-reported due to the system. One of the advisors exclaimed that, "They
have talked about this for a hundred years and finally it is happening", suggesting
that this has been a long-awaited system. As such, digitalization is simultaneously
experienced as a perpetual process, and as a process where the advisors may wait
for years for changes that they hope will make their work more efficient.

Juggling work and digitalization
"The development is going so fast. There are probably things that are good, but we
don’t know how to use them. The digital things take the focus away from a lot of
other things — we kind of have to do our job alongside the digitalization"

The advisors’ work days are largely governed by how many clients they follow
up, how complex the cases are, or how much managerial responsibility they have.
There are constant inquiries from clients, employers and doctors, and questions that
need to be assessed are sent from other WA units. The advisors at the local offices
say that "inquiries come through all channels" all day, and that "it feels like it never
stops", meaning that they always have something to do at work.

At the same time, they must constantly deal with changes in the IT systems,
learn new or changed functionality or which work routines they must change. In
the previous sections, we have provided examples of both small and larger changes.
Generally, the smaller changes comes with information from the IT department or
managers on how to use the new or changed functionality. One advisor expressed
that, "We get information from so many places about new things or things that



disappear. There’s either an e-mail, or information at a regional level, or news on
the Intranet, or... it can be so many places", suggesting that keeping an overview of
the changes is difficult.

In cases of major system changes, the training is often more extensive. In such
cases, they may have groups of advisors involved at various stages of the process,
and employees may need to attend full-day courses to learn the new systems.
However, when it comes to all the less extensive changes, the advisors themselves
have to set aside time for training, sign up for courses and become familiar with
the new functionality. This is in stark contrast to how digitalization was carried out
some years ago: "Earlier we went to courses for every new screenshot and every
new process. Now we just get a message that ’this is new’ and we have to use it",
explained an experienced advisor. The individual responsibility for training was an
ongoing challenge: "When you work on the front-line and you advise up to 200
clients, you don’t have a lot of time to sit down and read about what has happened
to the IT systems, and that may be an issue on a daily basis".

Discussion

Tokkonen et al. (2023) note that the drivers for digitalization as a means to
introduce changes to work practices are regulation-driven and therefore mandatory,
or they are technology-driven and represent more radical changes. These drivers
can be seen as pressure for certain changes, or as opportunities to the organization
— in WA we see both types. In the introduction we referred to the government’s
rationale for digitalization of public organizations like the WA as creating a better
and efficient administration that is more accessible to citizens, has better IT
systems, and aligns with societal developments in general (Ministry of
Digitalisation and Public Governance, 2014; Bygstad and Iden, 2024). We also
referred to research in software development arguing for agile development as a
way to continuously renewing the organization through iterative improvements
(Jørgensen, 2024; Tendedez et al., 2018; Dybå and Dingsøyr, 2008). The drivers
for change in WA are both imposed by government and made possible by technical
development, and are also in line with technically driven changes in other
organizations in contemporary society both concerning the aims and the methods.

In this paper we have wanted to describe a side of the digitalization which is
both understudied and relevant to CSCW as a research field. CSCW has
traditionally been concerned with studying work practices, i.e. how people actually
do their jobs (Grudin, 1994; Button and Harper, 1995; Suchman, 1987; Schmidt,
2011). We believe this perspective is missing in a discourse that constantly praises
digitalization managed by organizations where IT development teams are
increasingly autonomous and flexible (Byremo and Fjellanger, 2024; Jørgensen,
2024; Bygstad and Iden, 2024). WA is an example of a public organization that
follows the principles of agile IT development, and where the changes made to the
systems hit their users accordingly. Keeping up with digitalization is perceived as a



process that must be done while simultaneously doing the work they are employed
to do.

Our empirical studies of advisors’ work practices have enabled us to analyze
digitalization from the point of view of the front-line of WA, i.e., employees whose
job it is to realize the public welfare services. We have seen that there is a
difference between the prevailing understanding of digitalization and how it is best
carried out and the understanding of the work of the front-line advisors in the WA.
Their everyday work practices are characterized by complex work tasks that are
(supposed to be) supported by a large number of IT systems, and where the
systems are changed in partly unpredictable — and important — ways. We have
shown how the digitalization over time have led to work conditions characterized
by fragmentation, both in terms of tasks, case information, and cooperation. We
see a parallel to the classic example by Bowers et al. (1995) where the new system
in a printshop is analyzed. The new system is designed for accounting purposes,
and it turns out that the workflow suggested by the accounting perspective differs
from the printshop workers’ view of a smooth "workflow from within". Their
workflow would allow them to divide jobs and utilize the printing machines’
capacity and schedule breaks without stopping the machines. This is not possible
in the workflow "from without". We see a similar difference in the view of
digitalization "from without", i.e., outside of the advisors’ work, and digitalization
"from within". A similar discussion is found in Verne and Bratteteig (2016): they
suggest that automation efforts should depart from the work processes instead of
what is easy and/or possible to automate.

Tokkonen et al. (2023) shows that the activities concerned with designing
changes in work practices, like software development, is usually done at an
organizational level. The people at the work practice level of the organization —
the advisors — can be seen as "mere subjects to change, expected to adopt and
support it" (Tokkonen et al., 2023, p. 820). Even if the agile software development
processes involve actual user representatives throughout the process, the
experience of the advisors still reflects the feeling of being subjects to change; they
can identify with the overall goals of the digitalization (e.g., getting rid of old
systems), but in practice, their work tools are rapidly and constantly changing and
they have little power over when and how the changes will be implemented. Bråten
and Andersen (2023) confirms that the flexibility and fragmented nature of large
agile software development projects lead to less involvement and influence by
users and trade union representatives (see, e.g., Åkesson et al. (2023); Thomsen
and Åkesson (2013)).

The organization of software development as a number of agile teams each
focusing on one theme or "product" leads to introduction of changes when they are
ready from the agile teams and not when they fit with the advisors’ work. The
different systems change at different rates, i.e., rates that fits the development
teams. We argue that the way the development processes are organized has led to a
fragmentation of the work on the front-line in WA. However, the changes that are
made may not fit with the work practice of the employees who are carrying out the



work, i.e., those who put WA’s policy into practice (Lipsky, 2010). The
fragmentation of work can lead to a feeling of incompetence and vulnerability
because they are dependent on using the systems to do their work. They also worry
about coming changes in their work and of unemployment (Åkesson et al., 2023,
p. 8). The advisors are expected to deal with and learn most of the changes by
keeping up with the news, but in their busy everyday work, they do not always
have the time to keep track of the changes until they affect their work explicitly.

In large public organizations, an aspect that increases complexity is often that
the systems are used by employees in many different roles, at many organizational
levels. Developing systems that take everyone’s work activities into account is
indeed challenging, but as we know that digitalization is a continuous, possibly
ever-lasting process, should we not try to shed light on digitalization from several
perspectives, and aim to maintain the workers’ control of their work?
Digitalization is not going to finish (Ribes, 2022). A debate on how organizational
change should happen and what digitalization is for will benefit from more studies
of the work practices that are affected by the changes introduced by digitalization.
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Abstract. Multimodal interactions have the potential to enhance cooperation performance
in dynamic social groups considerably. Despite this, previous researches have overlooked
the possibility of leveraging multimodal interaction data to identify valuable patterns and
experiences that can assist future group behavior. In this paper, a multimodal
human-machine interaction architecture is proposed to capture and analyze such data.
The proposed model employs hardware devices such as cameras and microphones to
collect multimodal interaction data, and the machine learning model processed data is
further recommended to help group members. This iterative process is expected to
improve the overall performance of the groups. Furthermore, a dynamic social graph
model has been adopted to process the multimodal interaction data in this paper. Finally,
the proposed method is evaluated using the AMI corpus. The experimental results
illustrate that group members with different roles could be identified, and passive members
encouraged based on the analysis results. These findings provide new strategies to
enhance learning in educational scenarios. The effectiveness of modelling multimodal
interactions with dynamic social graphs has been demonstrated.
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Introduction

Social groups are commonplace in our daily lives. For example, corporate teams
hold project meetings, and school classes hold group discussions. In social groups,
how to effectively communicate, interact and cooperate among members so as to
form group effectiveness is the issue concerned in this paper. In general,
individuals within social groups engage in multimodal interactions with one
another through various means, including voice, hearing, observation, and touch.
This collection of interactions is known as multimodal interaction (Turk, 2014).
An example of such multimodal interaction is the act of teaching and learning in a
classroom. Previous researches have demonstrated that the use of multimodal
teaching modes can significantly improve student learning initiatives (Moreno and
Mayer, 2007; Love, 2008; Deutsch et al., 2009; Leeuwen, 2015). These findings
are based on the theory of multimodal discourse analysis, which shows that
students with different characteristics can better understand and memorize
information when it is presented through different sensory organs. Therefore,
capturing and analyzing multimodal interaction data, such as text, images, voices,
and gestures, offer a comprehensive view of the status of a group during the
process of dynamic social group activities.

Figure 1. Multimodal human-machine interactions in dynamic social group.

Multimodal interaction data can be captured using hardware devices such as
cameras and microphones and stored in a multimodal database housed within a
computer server. By applying the popular machine learning and data mining
models, important insights can be discovered and utilized through interfaces
between humans and machines. Such a continuous process can improve group
performance by collecting and processing multimodal data in the database in real



time. The proposed system architecture, as shown in Figure 1, comprises the
dynamic social group on the left and the machine components on the right. In
machine component, a computer server running dedicated software can
communicate with hardware devices via the local networks. In dynamic social
group component, the cameras and microphones can directly upload their captured
data to the server through the communication networks. As the machine learning
models process the uploaded data in real time, the results can be quickly returned
to social group members through interfaces between humans and machines,
thereby improving their decision-making capabilities. As hardware devices
continuously recapture multimodal interaction data of social groups, the valuable
results would continuously provide to social groups for the improvement of their
further interactions. In this way, the performance of social groups could be
improved.

Therefore, one of the important tasks is to model and analyze social groups and
their interactions. In fact, members in a social group form a temporal social
network. That is, social network mining and analysis technologies could be
applied to study multimodal interactions in social groups. Since graph models are
commonly used to identify relationships among individuals, they are utilized to
model and analyze the multimodal interactions in social group interactions. Due to
the dynamic characteristics of the social group interactions, a dynamic interaction
graph is proposed for studying the multimodal interactions. Finally, a dataset on
group meetings has been selected to assess the proposed method.

The main contributions of the paper are the following: First, a multimodal
interaction architecture between humans and machines is proposed to improve
groups’ learning performance. Second, a dynamic interaction graph is proposed
for modelling multimodal interactions in group learning. Third, based on the
experimental results and analyses, a digital member is proposed to provide a
theoretical vision for integrating group interaction intelligence in the future.

Related Works

Multimodal Interaction Analysis

Multimodal interactions between individual members can facilitate knowledge
transfer during dynamic group activities. Speakers can utilize various
communication methods, including voice, text, gestures, and movements to
delivery information. Meanwhile, listeners can acquire information through
auditory and visual means. Moreover, each person’s facial expressions can also
indicate their level of comprehension. The objective of multimodal interaction
analysis is to analyze human communication patterns comprehensively by using
various data mining and analysis techniques, including image processing and text
analysis (Martinez-Maldonado et al., 2018). Like traditional social network
analysis, multimodal interaction analysis summarizes the regularities of
interpersonal relationships through calculating the interaction statuses between



individual members. In such settings, the analysis results could be further used to
enhance the efficiency of social groups.

Jewitt (2008) emphasized the importance of multimodal communication with
integration of images, actions, and voices, studying its relationships with
classroom teaching. Their findings highlighted the significance of multimodal data
for understanding in reading, writing, and learning. Similarly, Hassett and
Curwood (2009) studied the significance of multimodal text in early teaching
stages, stating that teachers are responsible for providing valuable multimodal
resources. Barton and Ryan (2014) examined feedback teaching in high school
based on multimodal interactions, arguing that teacher instructions to students
involved language, gestures, and actions. Additionally, students could better
understand their learning performance with multimodal feedback. Yuan (2021)
developed a multimodal interaction assistant system, utilizing the integration of
speech recognition, image recognition, gesture recognition, and natural language
understanding with linear regression algorithm. This system greatly assisted the
teaching process of teachers and improved college English composition scoring.
Papakostas et al. (2021) used social robots to evaluate the participant degrees of
students with learning disabilities, as these students often exhibit deficiencies in
task completion and learning efficiency (Swanson, 2011). Their studies concluded
that multimodal interactions greatly improved students’ participant degrees.

The utilization of multimodal interaction analysis in interpersonal
communication can enhance the efficiency of communication by providing an
abundance of interaction data. Nevertheless, this article intends to investigate the
potential of iterative interaction between humans and machine algorithms in
interpersonal communication. This research direction centers on the creation of
human-machine intelligence, which is a significant area of research in artificial
intelligence and collective learning. Such multimodal interaction can revolutionize
communication patterns between individuals and open up new possibilities for
interactive technologies.

Dynamic Graph Model

Dynamic graphs, which are graph theory structures built on top of static graphs,
focus on studying the application scenarios that change over time and possess
dynamic properties (Harary and Gupta, 1997). These structures are highly valuable
in the field of computer science. Dynamic graphs offer numerous benefits. Firstly,
they expand static graphs to the dynamic domain, meaning that dynamic graphs
incorporate all the theories of static graphs. Secondly, they enable the description
of the evolving properties of graph objects, facilitating the clear and intuitive
capture of graph changes over time. Finally, many real-world occurrences possess
real-time and complex characteristics, making dynamic graph models a valuable
framework for modelling and analyzing (Zaki et al., 2016). Dynamic graph models
can be utilized to model the intricate and dynamic nature of interpersonal
communication. Pedagogy is a form of communication that relies on teachers and



students discussing and exchanging ideas to attain mutual understanding. Through
iterative communication, they augment their knowledge, ultimately achieving
common progress.

Mihoub et al. (2016) proposed a multimodal behavioral model that is based on
a Dynamic Bayesian Network (DBN). The model was developed by training it
with nonverbal interaction data collected from two participants. Their ultimate
goal, through the application of this model to humanoid robots, is to detect,
predict, and guide humans in performing a variety of tasks, including shopping,
exercising, and rehabilitation. Zhang et al. (2022) developed the Siamese Spatial
and Temporal Dynamic Network (SSTDN) to predict future social events across
different countries. They utilized multimodal global historical data containing text,
images, and various dynamic features. Their model incorporates the time and
spatial dynamic graph representations of events, and predicts the evolution of
social events while determining their positive or negative character. Ding et al.
(2021) employed dynamic graph models for detecting multiple intents and filling
slots related to them. They employed a dynamic interaction graph between intents
and slots to model their correlation. This graph can be dynamically updated to
minimize error propagation. Chang et al. (2020) proposed a method that utilizes
dynamic network graphs to learn continuous-time dynamic embeddings for joint
encoding of time and structural information. They defined a time-evolving
dynamic graph as a graph that changes dynamically between its nodes due to a
series of events over time. By using this graph, they captured user interactions and
analyzed their behavior, thereby combining node and interaction attributes during
specified time intervals. Feng et al. (2020) designed a meeting summarization
technique called the Dialogue Discourse-Aware Meeting Summarizer (DDAMS)
using a dynamic graph model. They modelled various discourse relations based on
speech interactions among members during a meeting and reflected dynamic
interaction patterns among them. Additionally, the graph is continuously updated
over time, improving the comprehensiveness of the meeting summary.

Dynamic graph models have been proven to effectively reflect changes and
interactions between nodes in social network graphs. This study aims to utilize
dynamic graph models to model teacher-student interactions throughout the entire
course in the classroom and analyze communication patterns. This provided
effective information for teachers to understand students’ learning progress and
offer targeted help based on their individual learning situations, thus offering new
insights into student learning evaluations.

Social Group Cooperation

Cooperative behavior can effectively improve the working efficiency of social
groups (Malone, 2018).

Alvarez-Rodriguez et al. (2021) studied the interaction evolution in social
groups by extracting the key factors in social groups. Xu et al. (2020a) used
WeChat data to study group interaction behavior in online classroom discussion.



Experimental games method were used to study decision making and cooperation
in social groups (van Dijk and De Dreu, 2021). Henrich and Muthukrishna (2021)
reviewed the major evolutionary mechanisms that have been proposed to explain
human cooperation, including kinship, reciprocity, reputation, signaling, and
punishment. In order to understand group changes relating to cooperation in public
good provision, Otten et al. (2022) analyzed a dataset comprising approximately
1.5 million contribution decisions made by about 135 thousand players in about
11.3 thousand groups. Xu et al. (2020b) studied the effect of non-cooperative
behaviors in dynamic social groups using social network analysis method.
Subburaj et al. (2020) carries out multi-modal modelling for the interaction of
members in the social group, and sets different weight values for different modal
data.

Recently, with the development of artificial intelligence, Seebera et al. (2020)
studied the possibility of adding artificial intelligence as a member to social groups.
Cooperation between humans and computers has also been applied in fields such as
medicine (Tschandl et al., 2020).

Modelling Multimodal Interactions in Group Learning

Research Gaps

Research on social group cooperation has received increasing attention (Turner,
2010; Hughes et al., 2018). In terms of application areas, most of the current
researches focus on group cooperation in teaching and learning (Gillies, 2004;
Foldnes, 2016; Abramczyk and Jurkowski, 2020). Methodologically, social
network approaches have been used to study social group cooperation and have
taken into account the multimodal nature of the interaction process (Apicella et al.,
2012; Fowler and Christakis, 2010).

In this paper, we argue that the following research questions need further
elucidation in social group multimodal interaction.

• RQ1: In social groups, the interactions between members are multimodal
and dynamic, in order to better analyze the cooperation process between
members of social groups, how to accurately model members with different
identities and role information and their interaction process becomes the
primary problem to be solved.

• RQ2: Multimodal interactions among members in social groups affect
members’ attitudes, opinions, decisions, actions, etc., which ultimately lead
to changes in overall cooperation efficiency. What is the relationship
between types of multimodal interactions and group cooperation efficiency?
What types of interactions are the main factors affecting the efficiency of
group cooperation?



• RQ3: Most of the existing researches focus on analyzing social group
interactions and their cooperation effectiveness in the field of teaching and
learning, what are the common findings in other types of datasets?

Problem Definitions

The multimodal interaction data should be accurately modelled and deeply analyzed
so that the hidden patterns should be discovered. The discovered patterns could be
further used to assist future behavior in social groups.

Assuming there are n members in a dynamic social group, the group could be
defined as follows:

LG = {M1,M2, ...,Mn} (1)

The multimodal interactions MI could be defined as follows:

MI = {Dialog,Gesture,Movement} (2)

Where Dialog represents the voice response of Mi to Mj , R means the
relationship between Mi and Mj , and it could be defined as follows:

Dialog =< Mi R Mj > (3)

Gesture includes hand gesture and head gesture of social group members.
Movement represents the actions of member during group activities.

Obviously, multimodal interactions in social group have dynamic
characteristics. That is, they are changing with time. The dynamics of multimodal
interactions should be modelled, which could be represented as follows:

DMI = {MI1,MI2, ...,MIT} (4)

Where T is the time period, and 0 ≤ t ≤ T is a time slice. In this way, the
dynamics of multimodal in group learning could be studied.

Dynamic Interaction Graph

Generally, graph models are natural to represent individual entities and their
complex relationships. Therefore, graph models are used in this paper to represent
members in group learning and multimodal interactions among different members.
An interaction graph G could be defined as follows:

G = {V,E} (5)

Where V and E are respectively the list of nodes and the list of edges in G.
Each element in v ∈ V represent an individual member. The attributes of v
represent the actions of member during multimodal interactions such as head
gestures, hand gestures and movements. Each element in e ∈ E represents the
interactions between to members. In the case of group learning, if member 1



replies member 2 with natural language, there would be a directed edge between
them. The weights of the edges represent the interaction frequencies between two
members. In this way, multimodal interactions among members in group learning
could be represented.

In order to represent the dynamics in group learning, the dynamic interaction
graphs are proposed, as shown in Figure 2. It is obvious that the numbers of nodes
and edges are changing with time. Therefore, the dynamic interaction graph DG
could be represented as follows:

DG = {G0, G1, ..., GT} (6)

Where Gt (0 ≤ t ≤ T ) represent a snapshot of G at time t. That is, G could be
divided into successive time slices to study its dynamics changed with time.

Figure 2. Dynamic interaction graphs.

Experimental Results

Dataset Description

Project meeting in company is one of the important group learning scenarios.
Therefore, a project meeting dataset which is named AMI corpus (Carletta et al.,
2005) is selected as the evaluation data in this paper.

AMI corpus includes more than 100 hours video, audio, and whiteboard data
which was collected from project meetings (Chung et al., 2019). The project
meeting includes four different members including project manager, industrial
designer, user interface expert, and marketing expert (Manuvinakurike et al.,
2021). They can talk to each other, take notes with styluses, and analyzing results
using a whiteboard and a projector. Therefore, it could be regarded as a kind of
group learning with multimodal interactions.

The AMI corpus underwent preprocessing, resulting in a dataset with various
types of annotations, including Transcription, Dialogue Acts, Topic Segmentation,
Named Entities, Individual Actions (e.g., head gestures, hand gestures,
movements), and Focus of Attention. The annotations are manually marked by
multiple workers according to the reference guidelines. The audio signals have



Table I. Partial Annotation Types of the Dataset.

Annotations Explanations

Abstract Classify and summarize the meeting according to categories.
Dialogue Acts Indicates the speaker’s intention.
Hand Gesture The hand movements of each person as a time-series.
Head Gesture The head movements of each person as a time-series.

Movement The location of each person during the meeting as a time-series.
Segments Sentence-level transcription, marked the time of a sentence.

Topic Topics of discussion in the meeting.
Words Word-level transcription, marked the time of a word.

been transcribed into texts. Data about segments, head gestures, hand gestures, and
movements in rooms has been labeled by experts. Segments were annotated
sentence-level, with staff members marking the start and end times of each speaker
in a temporal format. Individual Actions (e.g., head gestures, hand gestures,
movements) were recorded and included detailed information on each participant’s
position and movements in the meeting room, as well as time stamps. Table I
presents some annotations and explanations obtained from the AMI dataset.

Therefore, multimodal interactions including dialogue, gestures, and
movements are analyzed using the dynamic interaction graphs proposed in this
paper. Consequently, the role of each member can be identified. Furthermore, this
clarification enables both qualitative and quantitative understanding of different
interaction types within group learning.

Experimental Analysis

Dataset ES2002a in AMI corpus is selected to analyze. There are total four
members in the meeting. The interaction graph is constructed, where node 1, 2, 3
and 4 respectively represent member A, B, C and D. Directed edges are present
between nodes if they spoke to each other during the meeting. The feature
attributes of nodes include hand gestures and movements.

Figure 3. Activities of meeting members in the first 300 seconds.



Figure 3 illustrates the time series and activity of members during the first 300
seconds of the meeting in the ES2002a dataset. The vertical axis represents four
distinct meeting attendees, while the horizontal axis represents the time series of
the meeting. Various labels depict the behaviors of members, such as speech, hand
gestures, and movements, at corresponding points in time. The multimodal data
streams chart displays members’ interactive status over time, enabling the analysis
of their multimodal behavior and the impact of their behaviors on the meeting. As
an example, it has been observed that when speaking, the four individuals tend
to move, indicating a preference for jotting down notes or moving around in the
meeting room while speaking. Moreover, the whole project meeting is also divided
into four successive time slices. Furthermore, multimodal interactions including
speech, hand gestures, movements are analyzed using dynamic interaction graphs.

Figure 4. Total node degrees in successive 4 time slices.

(1) Linguistic interaction analysis

Linguistic interactions are represented by the directed edges and their weight
values. Therefore, node degrees could be used to evaluate the interaction
frequencies between two members. Moreover, in directed graphs, node degree cold
be divided into in-degree and out-degree. The in-degree and out-degree of node i
could be defined as follows:

in− degree(i) =
∑

j∈V,j ̸=i

W (eji) (7)

out− degree(i) =
∑

j∈V,j ̸=i

W (eij) (8)



where W is the weight value of the edge. The node degree of i could be defined
as follows:

degree(i) = in− degree(i) + out− degree(i) (9)

The results of node degree are shown in Figure 4, where the horizontal axis
stands for the four successive time slices, and the vertical axis stands for node
degrees in according time slices. The node degrees present the trend of
alternatingly rising and falling. This demonstrates that members in the group tend
to listen and think before speaking to other members. Moreover, verbal interaction
is most frequent during the second time slice, which shows that members are more
likely to express their opinions at the earlier stage of the discussions.

Figure 5 (a) and Figure 5 (b) respectively show the results for in-degree and
out-degree, with the horizontal axis representing the four time slices and the
vertical axis representing in-degree and out-degree. They display the same trends
observed in node degrees. Members spoke to others roughly as much as they were
spoken to. Moreover, Member B had higher interaction frequencies during the
meeting’s early stages, while in the final stage of the meeting, Member D had
higher interaction frequencies than Member B, suggesting a shift in dominant role.
Member C consistently had lower interaction frequencies, indicating that they were
less inclined to express their opinions and preferred to follow the group consensus.

(a) (b)

Figure 5. In-degree (a) and out-degree (b) in successive 4 time slices.

(2) Hand gesture interaction analysis

Hand gestures were also analyzed in this study, including both point and non-point
actions. Point actions included pointing to the whiteboard or project manager, while
non-point actions included the “OK” hand gesture, passing an object, writing, and
drawing. Results are shown in Figure 6 (a), where the horizontal axis displays the
four time slices and the vertical axis displays the hand gesture frequencies. Member



D displayed significantly more body language compared to the other three members,
and the number of linguistic interactions for Member D remained the highest in time
slice 3. This suggests that as a member talks more, they are likely to gesture more.
Studies have demonstrated that people tend to use multimodal interactions to better
express themselves, leading to improved communication efficiency. In contrast,
Member A’s hand gesture frequencies were lower, indicating their preference for
linguistic interactions to express themselves.

(a) (b)

Figure 6. Hand gesture (a) and Movement (b) interactions in successive 4 time slices.

(3) Movement interaction analysis

The movements of group members can provide insights into their focus during
discussions. Movement types recorded in this study include sitting, taking notes,
standing before the whiteboard, standing before the screen, and moving around.
The result, shown in Figure 6 (b), reveals that the movement frequencies of
Member A are higher than those of the other three members, although their
linguistic interaction frequencies are not higher. Further analysis suggests that
Member A is likely a careful listener who frequently sits and takes notes. On the
other hand, Member C has lower movement and linguistic interaction frequencies,
suggesting they might be a passive person. Encouragement methods for such
members can be introduced to increase their active participation in the discussion.

Furthermore, a comprehensive analysis was conducted on the total frequency
of all multimodal interactions. The results indicated that the frequency of
movements was generally higher than hand gestures during each time slice,
suggesting that movement interactions significantly improve members’ cognitive
grasp of discussion content. These analysis results could be revealed through the
human-machine interface (HMI). As an illustration, the HMI can recommend the
analysis results to group members, allowing them to make informed decisions in
the future.



Discussions

Social interaction in a group involves two roles: the initiator and the receiver
(Redcay and Schilbach, 2019). For instance, when member A communicates with
member B, A acts as the initiator, while B is the receiver. And dynamic graph
models can effectively model such multi-party multimodal interactions in social
groups, which answers RQ1. Experimental studies demonstrate that individuals
who engage more as receivers also tend to initiate more interactions within social
groups. Each member typically assumes distinct roles, identities, and experiences
within a group. To optimize the group’s performance, it is imperative to unleash
the full potential of each member during discussions. This enables active
engagement with other members, facilitated by the host and other roles within the
group.

Secondly, in multimodal interactions within social groups, speech serves as the
primary mode of communication. The experimental findings indicate that
individuals exhibiting a higher frequency of vocal interactions also display
increased engagement in gestures and movements, as exemplified by members B
and D. These proactive members demonstrate a tendency to express their
viewpoints, significantly enhancing the group’s interaction efficiency, thus
categorizing them as active members. It is crucial to identify and understand the
behavioral traits of such active participants. Through the analysis of multimodal
interaction data obtained from these individuals, techniques like time series
analysis in artificial intelligence can be applied to create a data space
representation of active members. This method facilitates the identification of key
factors essential for enhancing social group interaction efficacy. On the contrary,
individuals who engage less frequently in vocal interactions demonstrate reduced
involvement in gestures and movements, exemplified by member C being
classified as a passive member. Stimulating interaction initiative among these
members is vital to encourage their contributions within the social group.
Furthermore, some members exhibit lower frequencies in vocal and gesture
interactions but increased mobile interactions, characterizing them as semi-active
members. While they respond well to interactions initiated by others, they lack the
initiative to initiate interactions themselves, thus requiring guidance to foster
proactive engagement. For RQ2, it is obvious that different types of multimodal
interactions have different roles, and we can use machine learning methods to mine
the different effects of different types of interactions on the efficiency of group
cooperation, so as to help members of the group interactions to clarify their
positioning, and take different measures to help improve the efficiency of group
cooperation with respect to different positioning.

For RQ3, the dataset we used was project meeting interaction data. Whether it
is the past social group interactions focusing on teaching and learning, or project
meeting interactions we used in this paper, their main purpose is to improve the
efficiency of work and learning of the whole social group. Active participation
from every member is indispensable for effective social group interactions.



Multimodal interaction presents a robust analytical tool for evaluating and
quantifying these interactions. With the advancement of information technology,
the acquisition of multimodal data has become feasible. Leveraging artificial
intelligence technologies, it is essential to harness multimodal data for extracting,
analyzing, and deriving meaningful insights and knowledge that can further
enhance social group interactions in practical settings. We can design a digital
member utilizing this approach, as depicted in Figure 7. This digital member can
accomplish something similar to the experimental process we accomplished above,
updating group interaction data in real time during group interactions, providing
interaction suggestions, and helping to improve interaction efficiency.

Figure 7. A social group coordinated by a digital member.

A digital member can either be a humanoid robot or a program running on a
machine, actively participating in social group interactions and performing two
primary assignments: firstly, through its sensor devices, it gathers real-time
information in social group settings, enabling the identification of active,
semi-active, and passive members using machine learning methods like graph
models. By utilizing time series learning models, the valuable insights and
experiences of active members can be swiftly assimilated. This process establishes
a solid foundation for excelling as a host in social group interactions. Secondly,
digital members can facilitate timely coordination among group members in
alignment with current interaction objectives. By assessing individual
performance, identities, and professional knowledge during interactions, digital
members can enhance the efficiency of social group communication. For instance,
they can prompt passive members to engage actively in discussions.

The interaction modes of digital members are inherently multimodal. They can
issue interactive invitations to other members verbally or boost the activity level of
the entire group through expressions and various means. In the case of a humanoid
robot serving as a digital member, gestures, movements, and other actions can be



utilized to engage in multimodal interactions resembling human behavior. With
embodied intelligence gaining prominence within artificial intelligence research,
there is growing emphasis on harnessing its potential in social group interactions.
The convergence of human intelligence, robot intelligence, and embodied
intelligence toward integrated group interaction intelligence represents a trending
focus within Computer-Supported Cooperative Work (CSCW). This underscores
the necessity of integrating advanced artificial intelligence technologies into the
study of social group interactions to enhance interaction efficiency.

Conclusions

Processing and analyzing multimodal interaction data is essential in leveraging
valuable human experience to aid in future group behavior, thereby improving
overall group performance. In this paper, we propose a human-machine interaction
architecture which utilizes social network technology to model the learning group.

This paper proposes dynamic interaction graphs for modelling multimodal
interactions in group learning, and its performance is evaluated using the AMI
corpus. Linguistic, hand gesture, and movement interactions are analyzed, and
different roles and passive members who may require encouragement are
identified. The findings provide feedback to teaching strategies, which can
improve overall classroom performance. This approach unlocks the potential of
novel group learning techniques that can harness the power of multimodal
interaction data. In addition, the multimodal data stream format facilitates
understanding of heterogeneous data, allowing individuals to acquire more
knowledge and develop more practical insights through visualizing data.
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Introduction 

In this paper, we explore the evolving landscape of data privacy through the lens 

of the notice-and-consent paradigm, a foundational concept in data protection that 

requires users to be informed about how their data will be used, and to consent to 

these practices explicitly, e.g. by ticking a box. Despite being widely adopted, this 

paradigm has faced significant criticism for failing to ensure genuine user 

understanding and control, which is exacerbated by the complexity of modern 

data ecosystems. It has long been claimed that the notice-and-consent paradigm 

for personal data processing has failed to produce a balanced distribution of data 

economy benefits, leading to further eroding data privacy1 levels. As a result, 

alternative normative theories for governing access to personal data have been 

developed. Group privacy (Floridi, 2017) and contextual integrity (Nissenbaum, 

2009) conceptualise data privacy, and the decision as to whether or not personal 

data processing is desirable, as something group-based/communal. Consent is 

often sketched as a pragmatic, though misguided, attempt to solve a collective 

action problem by attributing individual rights to citizens (Sloan & Warner, 

2013). Further criticisms include that the consent paradigm makes abstraction of 

data externalities (J. P. Choi et al., 2019) as well as the fact that cognitive biases 

and limitations impede rational decision-making in the data context (Kröger et al., 

2021).  

Article 4(11) of the General Data Protection Regulation defines consent as 

being actively, freely given, specific, informed, and unambiguous (The European 

Parliament and the Council of the European Union, 2016). However, the bar for 

consent to be meaningful is arguably higher and requires consent to be 

significant. It is possible for consent to be valid under GDPR sensu stricto, though 

not meaningful per se. Issues such as information asymmetries and the growing 

complexity of data ecosystems make privacy self-management impractical. While 

we agree that consent has its limits, we argue here that the overreliance on 

consent as a legal basis for processing personal data gets in the way of meaningful 

consent.  

In contrast to scholars propagating doing away with notice-and-consent in its 

entirety, we think employing a combination of group logics - and institutions - for 

managing privacy in combination with targeted use of notice-and-consent can 

produce better outcomes for citizens. This model should incorporate individual 

autonomy, shared privacy norms and collaborative governance to truly empower 

users, allowing them to focus on important consent decisions for meaningful 

engagement. Taking into consideration the deployment of the various data spaces 

 
1 We will focus on data privacy as privacy and personal data protection are two distinct rights (González 

Fuster, 2014). 
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at the European Union level and the emergence of personal data markets, an 

operationalisation of the combination of these ideas imposes itself.  

Our contribution lies in demonstrating the limitations of the current paradigm, 

while proposing a novel governance framework that balances individual consent 

with collective privacy considerations, and, finally, providing a starting point for 

the practical implementation of this model.  

Background 

The Problem with the Consent Paradigm 

Over the past decades, privacy self-management (by consent) has been a central 

tenet of EU data privacy legislation. It is worth noting that while there are 

alternative legal bases for processing personal data, consent has emerged as the 

most popular one, with tech companies promoting its use. Although privacy self-

management may seem to promote values such as liberalism and individualism, it 

often fails to succeed in empowering individuals for three main reasons.  

First, existing obstacles to informed and rational privacy choices result from 

human limitations, bounded rationality and modern data processing (Acquisti et 

al., 2020; Kröger et al., 2021). As data ecosystems grow in complexity, expecting 

individuals to manage their privacy settings across a myriad of platforms becomes 

unrealistic. Consent is repeatedly requested and at inappropriate times, leading to 

a decrease in active user participation and consent rates (H. Choi et al., 2018). 

Research indicates that data subjects often lack sufficient knowledge to make 

informed decisions about disclosing personal information (Acquisti et al., 2020; 

Park, 2013; Weinshel et al., 2019). The explanations provided in privacy policies 

are insufficient for users to comprehend the outcomes of their consent. Their 

overwhelming length and complexity (Kröger et al., 2021; Luger & Rodden, 

2014; Obar & Oeldorf-Hirsch, 2020), leads to passive acceptance of privacy 

terms and conditions rather than informed decision-making. This causes many 

users to inadvertently give permissions without comprehending the full 

implications of their choices, including aggregation and inference risks. Crabtree 

et al. (2017) who investigated privacy in a networked world, claim concerns 

center on maintaining control over personal and others’ data privacy, managing 

unauthorized intrusions from the online world, and navigating the impact of 

networked interactions on personal relationships. The consequences for 

individuals can be challenging to trace, as they may occur gradually or over time 

due to multiple data transactions (Lazaro & Le Métayer, 2015; Solove, 2013). 

Second, modern data collection and processing creates significant information 

asymmetries. These asymmetries inhibit data subjects from making informed 
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privacy choices due to an unfair distribution of opportunities in terms of 

understanding, knowledge, prediction, and risk assessment (Mantalero, 2014). 

Information asymmetries mean that access to relevant information is different for 

different actors. These asymmetries are exacerbated by advancements in 

information technology that make data practices less visible, making individuals 

unsure about how much information they share (Acquisti et al., 2013). 

Information asymmetries become more complex with the growth of online 

services, policy updates, and users' tendency to disregard these agreements 

(Bashir et al., 2015).  

Third, the current individual-centric consent model fails to address the 

communal impacts of data sharing and privacy decisions (Fairfield et al., 2015). 

Data externalities are particularly interesting here, as highlighted by Choi, Jeon, 

and Kim (2018), who illustrate the discrepancy between individual consent and 

communal outcomes. Their research demonstrates that even with individual 

consent, collective privacy can be compromised beyond what is socially optimal 

due to information externalities and user coordination failures. Moreover, Lovato 

et al. (2022) emphasise the inadequacy of traditional consent frameworks within 

digital environments, where a single user's consent can inadvertently expose 

connected individuals' data (Fairfield et al., 2015; Lovato et al., 2022).  When a 

group of people shares a feature or a combination of features, it is possible to 

make inferences about them, which is referred to as inferential privacy (Loi & 

Christen, 2020). Additionally, individual consent decisions may not lead to 

optimal social outcomes, with privacy risks being both minor and scattered yet 

significant over time. 

While consents under these three reasons could still be formally recorded as 

valid under GDPR, it is evident that these consents are hardly meaningful. 

Alternative Paradigms 

Various theories have advocated for an improved personal data ecosystem beyond 

the privacy self-management model. In what follows, we will introduce theories 

that could facilitate meaningful consent and go beyond the individual, like 

contextual integrity (Nissenbaum, 2009) and group privacy (Floridi, 2017; Taylor 

et al., 2017). 

Nissenbaum's privacy as Contextual Integrity (CI) emphasises the importance 

of the appropriateness of information flows rather than solely relying on 

individual preferences. In CI, privacy is evaluated based on the contextual 

alignment of information sharing, where specific spheres, encompassing contexts 

and intended purposes, establish the guidelines for when and how different actors 

can access data. CI serves as a critical departure from traditional privacy 

approaches, offering a robust foundation for evaluating information practices 

based on the collective understanding and norms of a given context. CI has 
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already been applied in various contexts and formats. Recently, Kumar et al. 

(2024) defined a roadmap for applying the CI framework in qualitative privacy 

research in the CSCW field. 

Nissenbaum and Solove advocate that privacy and consent decisions must be 

contextually grounded, recognising that shared perceptions within different 

environments significantly influence privacy expectations (Nissenbaum, 2019; 

Solove, 2023).  During a conference, a visitor may agree to have their photo taken 

and shared within the community but may not want the same photo to be used for 

commercial purposes. This approach underscores that privacy norms and consent 

mechanisms should be derived from the collective situational awareness and 

agreed-upon standards within distinct contexts, rather than the isolated 

preferences of individuals. Multiple studies support this view, illustrating that 

privacy expectations inherently vary in line with the situational parameters 

defined by CI (Apthorpe et al., 2018; Martin & Nissenbaum, 2015; Zhang et al., 

2022). 

Networked privacy (Lampinen, 2015) and group privacy (Floridi, 2017; Taylor 

et al., 2017) pave the way for alternative models. (Floridi, 2017) argued that 

groups may have privacy rights that are not reducible to those of their individual 

members.  For example, activist or political groups must protect their strategies, 

communications, and identities. Exposing such information can threaten their 

goals and safety, highlighting a collective privacy right tied to their operational 

integrity and advocacy efforts (Jia & Baumer, 2022; Suh et al., 2018). The focus 

on group privacy advances the discussion by advocating for the internalisation of 

information externalities discussed in the previous section and promoting 

collective decision-making, thereby challenging the traditional individualistic 

approach. This shift towards group privacy involves developing mechanisms that 

empower groups to determine their data sharing and privacy standards rather than 

solely relying on individuals.  

The principles of CI and group privacy might be practically facilitated by 

establishing data intermediaries (von Ditfurth & Lienemann, 2022). Data 

collective intermediaries like data cooperatives allow their members to have more 

control over their individual data and to use this data in the interest of their 

community or the commons (Bietti et al., 2021). Such a system should align with 

the specific values that a user embodies, and relevant stakeholders should be 

included in the ownership model. Another example is a data collaborative (Susha 

et al., 2017), which is a partnership between a private sector entity and a public 

sector, civil society, or academia entity to use private data for the public good and 

benefit of society. 

CI and group privacy propose interesting perspectives, though they fall short of 

operationalisation. Seeing the developments at the EU level, there is an imminent 

need for a revised governance framework for personal data processing, taking into 

account the learnings from the limitations of consent and the merits of a 
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contextual group-based view on privacy, while at the same time respecting the 

individual autonomy of the citizen in deciding what happens with their data and 

to participate in the data economy. 

In what follows, we will present how we think such a model could look like – 

we will be basing some of the conjectures on the Solid-wave in Flanders, where 

the government is investing in the development of a personal data ecosystem 

where citizens exercise control over personal data via a decentralised container, 

based on the Solid specification. 

A Revised Model 

We propose a revised model that, while retaining the foundation of individual 

consent, is significantly enhanced by incorporating contextual cues and group 

norms into the personal data governance ecosystem. The revised model could be 

described as a type of semi-automated consent model (Gomer et al., 2014). It 

aims to address the dynamic nature of privacy expectations by enabling 

individuals to set consent preferences that are sensitive to different contexts and 

align with the collective norms of groups they belong to or identify with.  

Following CI, it could be acceptable for data controllers to obtain consent only 

once for various operations as long as they are within the reasonable expectations 

of the data subject.  The GDPR, in Article 6(4), permits the continued processing 

of personal data for purposes that align with the original collection purpose 

without requiring new consent. Such expectations can be derived by applying the 

contextual integrity framework. Adding these expectations to the current 

paradigm would incorporate both individual sovereignty and automated decisions 

based on individual preferences and communal values. The revised model aligns 

with the EU’s efforts on data spaces and data strategy (Susha et al., 2017). We 

maintain a role for active consent, but only in important privacy decisions. The 

level of importance attached to the consent decision could vary based on the 

context, the sensitivity of the information, and the potential consequences of 

information misuse. To illustrate, people or their caregivers may desire greater 

authority over the sharing of their medical data because such information is 

personal and carries the risk of being misused. Likewise, when seeking a loan, a 

person may require more active consent due to the wide variance in what 

information flow is deemed acceptable and the absence of community norms. 

Group privacy theory argues for data privacy rights for groups that are distinct 

from those at the individual level. In practice, managing group privacy will 

necessitate setting up institutions for deliberation and decision-making at the 

group level. Also, at this level, CI could inform deriving group-based norms to 

limit the necessary engagement of individual citizens while allowing them to 

‘vote’ in more contested group consent matters. 
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The implementation of a semi-automated consent system could potentially 

enable meaningful consent. By using CI and group privacy, we can derive 

acceptable information flows that data subjects could automatically consent to, 

but this is not fully covered. Difficult or ambiguous information flows still require 

human oversight. Semi-automated consent mechanisms or intermediaries can 

work as agents for the data subject to manage their daily consent and privacy 

decisions. 

Following the enactment of the Data Governance Act (DGA), there has been a 

notable increase in the advocacy for the deployment of data intermediaries. 

Janssen & Singh (2022) define data intermediaries as entities that "serve as 

mediators between those wishing to make their data available and those seeking 

to leverage such data." Examples of such intermediaries include clearinghouses, 

service catalogues, and data cleaners. As an example, the Flemish government has 

established a data utility company, a public-private entity, to foster data-sharing 

ecosystems. They offer services such as infrastructure provision, ecosystem 

auditing, and standardisation (Digitaal Vlaanderen, n.d.). Such intermediaries 

could also act as consent intermediaries (Lehtiniemi & Kortesniemi, 2017). 

Lehtiniemi & Kortesniemi (2017, pp. 10) argue that: “intermediaries could be 

leveraged to develop tools to mitigate obstacles, helping people understand the 

decisions they make, better evaluate their consequences, and simplify the 

decisions themselves.” 

A technology of interest that has recently received much traction is Solid 

(Sambra et al., 2016). Solid allows individuals to store their data in personal 

online data stores (pods) and manage access through granular consent tools. 

Integrating this technology with the revised consent model facilitates a more 

nuanced consent process, where individuals can automate their privacy 

preferences based on predefined contexts and community standards. Using Solid 

to obtain consent has been researched by (Florea & Esteves, 2023), who 

investigated a technical and legal approach to consent. We argue that coding 

privacy norms or rules into a system as access control policies forms a promising 

approach, worthy of further exploration and research. This approach not only 

streamlines consent management for data subjects but also aligns with broader 

social and ethical norms, reflecting the shift towards more informed and context-

aware data practices. Solid as a web standard/ interoperable technology should 

also facilitate setting up data collaboratives, etc., as lack of interoperability is one 

of the premier hindrances for these institutions to scale (Susha, 2020). In 

Flanders, the northern part of Belgium, the government has funded a research 

project to investigate the challenges and opportunities of Solid-enabled Personal 

Data Store (PDS) ecosystems to improve information flows while safeguarding 

privacy for citizens. The government-funded PDS-based data ecosystem is 

attempting to make this work with an eye on allowing citizens to play an active 

role. Integrating our proposed adaptations could facilitate the shift towards a more 
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inclusive, transparent, and user-controlled data environment. These developments 

could facilitate the shift to a semi-automated consent model. 

In the revised model, a data subject could manage preferences via a dashboard 

that can be shared with a group. A primary layer of safeguards can be applied for 

common, socially acceptable information flows, supplemented with a top layer of 

personalised preferences. 

Conclusion & Future Research 

In conclusion, the revised model represents a transformative step in personal data 

governance, combining individual preferences with the nuances of context and 

group norms. The integration of Solid and the role of data intermediaries illustrate 

a practical, user-centred approach that aligns with legislative standards like the 

GDPR and DGA. As long as individuals' privacy choices are falsely painted and 

perceived as expressions of their freedom and autonomy, there will be little 

resistance to the status quo. However, future research should focus on several 

tracks to refine and validate this semi-automated consent model.  

First, communal privacy norms need to be derived, which can be programmed 

into systems as policies. Such policies can reserve active consent for specific 

instances, but requiring too much effort will adversely affect empowerment. 

Hence, research on which consents can be automated is necessary. Besides, 

research is needed to investigate whether the principles and applications of CI, 

typically considered at the individual level, need to be adapted when these 

intermediaries are involved, reflecting the potentially different dynamics and 

privacy concerns at play. 

Second, while data intermediaries are the subject of extensive research (Bietti 

et al., 2021; Janssen & Singh, 2022; Susha et al., 2017; von Ditfurth & 

Lienemann, 2022), they remain sparsely implemented in real-world settings. 

Exploring the practical manifestations of novel ecosystems built around these 

intermediaries is crucial. The concept of data intermediaries often remains 

obscure to companies and data subjects alike, underscoring the need for research 

into their adoption and assessing how effectively they balance individual and 

collective governance approaches. Their development and implementation could 

ease some of the group privacy concerns while catering to demands for norm-

based unburdening of data subjects. However, research is needed on how these 

group institutions should be managed. 

Third, further development of standards, ontologies, and integration of 

technologies like Solid is needed. Interoperability is key to making the system 

work for data subjects and avoiding a winner-take-all network effect that leads to 

insurmountable power asymmetries in the data ecosystem.  
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Last, exploring a semi-automated consent system's interface and user journey 

is of considerable importance. Future research should focus on ensuring the 

remaining consents in the data governance models are genuinely meaningful. This 

entails investigating strategies for enhancing user understanding and consent 

quality - what makes consent meaningful, and how can this be achieved? 

Addressing dark patterns that mislead or manipulate users into providing consent 

unwittingly and increasing literacy is another vital area. Additionally, research 

should explore the mechanisms for enhanced enforcement of consent regulations 

to ensure user decisions are respected and protected. 

Although revised consent models provide enhanced protection against tracking 

and surveillance, they can also introduce new privacy risks and complexities, 

such as the involvement of additional third parties and the need for disclosing 

more information. Additionally, these systems require some level of 

understanding for proper selection and operation, which is something to consider 

when designing such systems. 
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Abstract. Participatory Design (PD) approaches aim to engage various stakeholders to 
democratise the design process and influence the development of t echnologies. However, 
the use of PD approaches is challenging in low-resource settings. This paper presents the 
lessons learned from conducting future workshops with caregivers and healthcare 
workersas part of a project aiming to co-design health interventions to promote healthy 
nutrition in low-resource settings in Peru. Reflecting o n t hese w orkshops, w e p resent a
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number of barriers and facilitators highlighting the physical, social and temporal factors
that affect participation in low-resource settings. Tailoring and adapting design methods
do help reducing the level of complexity and fostering engagement and participation in PD
activities in low-resource settings.

1 Introduction

Participatory Design (PD) approaches aim to engage various stakeholders through
cooperative activities as a way to democratise the design process and influence the
development of technologies that will affect their everyday lives (Bødker et al.,
2022; Kyng, 1991; Sanders and Stappers, 2008). However, challenges for
participation exist, such as power differentials within participants, facilitators and
other stakeholders that may hinder participants’ engagement in co-design
processes (Farr, 2018). These could be exacerbated by the participant’s conditions,
their level of technology readiness and their everyday environments when
designing healthcare interventions (Aarhus et al., 2010). In low-resource settings,
the situated power dynamics might not be explicitly recognised or known by
researchers, developers, and facilitators before the workshops that could impact the
level of participation (Del Gaudio et al., 2014; Winschiers-Theophilus et al., 2012).
Furthermore, sociocultural factors such as gender norms, geography, community
hierarchical structures, and social and political issues can affect participants’
engagement during the design process and the design outcomes, especially in the
Global South (Jiang et al., 2022; Hussain et al., 2012; Winschiers-Theophilus
et al., 2010; Till et al., 2022).

This exploratory paper describes some of our experiences working with
different community stakeholders, including different types of healthcare workers
and caregivers of infant and young children (IYC) under 2 years old in a recent
project that aimed to co-design community-based healthcare interventions to
promote healthy IYC nutrition (Rousham et al., 2023). Our co-design process
involved a series of co-design workshops including idea generation workshops,
future workshops, storyboarding workshops and prototyping workshops (Ortega
et al., 2024) in two low-resource settings in Peru (Rousham et al., 2023). In this
paper, we reflect on the practicalities and lessons learned of the future workshops
including the role of the physical (the venue, and visual materials), social (verbal
encouragement, attitudes, safe spaces, roles of healthcare workers), and temporal
(everyday time demands, constraints, and issues with punctuality) factors that
affected workshop’s participation. Although we considered these factors during
the initial plan of the activities, they manifested in different ways highlighting the
need for designers and researchers to consider them when co-designing health
interventions with caregivers and healthcare workers in low-resource settings.



2 Related Work

Workshops are one of the traditional collaborative methods in PD to support
participation where different actors converge to engage in cooperative design
activities offering the space for mutual learning by sharing ideas, expertise and
knowledge about current and future practices (Bødker et al., 2022; Hansen et al.,
2019). Workshops have been used to support the understanding of complex work
and knowledge processes (Ørngreen and Levinsen, 2017), to explore the co-design
of games with intergenerational participants (Rice et al., 2012), or to facilitate play
and engagement while supporting hospitalised children (Huerga et al., 2016), just
to mention a few. Rosner et al. (2016) points out that design workshops may serve
as a site of inquiry, a research instrument and a research account simultaneously.

Design workshops aim to foster users’ participation and better understand
users’ goals, experiences, and emotions (Ciolfi et al., 2016). Jungk and Müllert
(1987) proposed the future workshop to support ordinary people facing a common
challenge to explore desirable futures and solve small and large-scale social
problems (Suoranta and Teräs, 2023). Future workshops involve a preparatory
phase (e.g., practical arrangements and deciding on topics) and three workshop
phases: critique (of chosen topics), fantasy (coming up with desires and alternative
futures) and implementation (identifying challenges to achieve the best selected
scenario and drafting a plan for action) (Jungk and Müllert, 1987; Vidal et al.,
2006). The future workshop has been adapted and used widely in different
contexts such as healthcare (Clemensen et al., 2007) or to engage with children
and young people in vulnerable situations (Alminde and Warming, 2020),
switching from "what is to what is not yet, but what could be" (Suoranta and Teräs,
2023). However, it could be challenging as participants might have difficulties
voicing their ideas (Jungk and Müllert, 1987) or expressing their preferred futures
Dator (1993), and could also be time-consuming, impacting people’s willingness
to participate due to other work or life activities (Suoranta and Teräs, 2023).

Moreover, previous research highlights how workshops still remain a
privileged activity that could fail to produce equitable design solutions, especially
for underserved communities (Harrington et al., 2019). Socio-cultural aspects such
as community hierarchical structures, religious beliefs, social problems, etc., can
affect participants’ engagement in design workshops especially in low-resource
settings (Hussain et al., 2012; Till et al., 2022). Other challenges include how the
location and conditions of the venue influence people’s participation (Farr, 2018;
Raman and French, 2022) and the time imposed by the workshops’ structure that
are not always aligned with participants’ needs or routines (Rosner et al., 2016).
Thus, engaging in participatory design research in low-resource settings requires
an ongoing negotiation among diverse stakeholders with different needs, values,
expectations and motivations taking into account the sociocultural context and
realities of people’s everyday lives (Byrne and Sahay, 2007).

To develop the capacity of the users (Byrne and Sahay, 2007), different visual
materials such as cards, storyboards and sketches have been utilised to enhance



participatory processes and support people in articulating their ideas, especially
with marginalised or vulnerable communities (Raman and French, 2022; Till et al.,
2022). However, when materials are not contextualised they can also create
friction and prevent more engaged participation (Harrington et al., 2019).

3 Research Context and Methods

This study is part of a larger multidisciplinary research project (seven
co-investigators from Peru, one from France, and eight from the UK) that started in
2019 aiming to create new strategies to tackle the double burden of malnutrition in
children aged 6-23 months in two peri-urban low-income communities in Peru:
Manchay in the city of Lima in the Coastal region, and the city of Huánuco, in the
Andean highlands. Initially, we conducted qualitative (observations and
interviews) and quantitative (surveys) studies to get an understanding of the
context and the major challenges around breastfeeding, complementary feeding
and maternal dietary diversity (Pradeilles et al., 2022). The fieldwork took place at
four health centres (two in Manchay and two in Huánuco) and in the caregivers’
households surrounding these healthcare centres. The four major challenges that
informed the next co-design phase are: 1) High consumption of unhealthy foods,
sugar-sweetened beverages and savoury snacks (fried, salty, and sweet products) in
mothers and IYC, 2) Low prevalence of (or difficulties with) iron supplementation
in IYC, 3) Issues with nutritional counselling and maternal well-being, and 4) No
way of tracking the double burden of malnutrition at the healthcare centres.

In summer 2022, we engaged with healthcare workers (healthcare
professionals (HCPs) and health promoters (HPs)) and caregivers of IYC through a
series of co-design workshops (idea generation workshops, future workshops,
storyboarding workshops and prototyping workshops) to explore the design space
for potential solutions to address the aforementioned four major challenges in two
low-resource settings in Peru (Rousham et al., 2023). The project received ethical
approval from the Nutritional Research Institute in Lima, Peru, and from
Loughborough University and confirmed by Cardiff University in the UK.

3.1 Future Workshops: Practicalities and Structure

3.1.1 Pre-workshop activities and Participant Recruitment

Based on the results from idea-generation workshops in Huánuco and Manchay,
we got nine clusters of ideas that were transformed into visual representations by
the first author (e.g. promoting healthy eating with informative and demonstrative
sessions as illustrated in Figure 1a).

To support the critique phase, the research team prepared a big paper template
with a circle at the centre to place a selected idea and three main divisions to collect
participants’ input regarding the selected idea’s advantages, disadvantages and the
ideal state (see Figure 1a). For the fantasy phase in Huánuco, an A3 template with



Table I. Number of participants during the Future Workshops.
Place Phases HC-Staff Caregivers Facilitators

Huánuco
Critique 3 HCPs 12 3
Fantasy 3 HCPs 3 HPs 9 2

Manchay Fantasy and Critique 3 HCPs 6 2

a sketch of the waiting area of the healthcare centre was created to support the
discussion and help them imagine and sketch alternative futures (see Figure 1b).

Figure 1. Visual materials for future workshops: a) Above, the big paper template for the critique
phase, and below, participants in Manchay using the template for the selected idea; b) Above, an
A3 template with a sketch of the waiting area of the healthcare centre, and below three examples of
co-produced sketches envisioning a future waiting area in Huánuco.

In partnership with the health centres in Huánuco and Manchay, we recruited
nine HCPs that participated during their regular working hours, and three HPs that
bring health care services closer to caregivers’ homes (e.g., regular visits to
monitor the progress and growth of infants during their first year of life).
Twenty-one caregivers were recruited in Huánuco and six in Manchay (See Table
I). We engage with healthcare workers and caregivers as proxy-users (Sjölinder
et al., 2017; Dai and Moffatt, 2021) due to their important role in the development
of children’s eating habits and considering that IYC under two years are unable to
participate in the co-design activities as they depend on their parents.

When planning the workshops, we paid particular attention to the potential
factors (e.g., time and location, power dynamics, diverse needs, digital literacy,
childcare, etc.) that could influence caregiver’s involvement based on previous
experiences in other low-resource settings and insights from previous co-design



workshops. For example, we arranged sessions in the afternoon considering the
children’s consultation appointments. We also set up a playing area where three
researchers and two HPs helped to supervise babies and toddlers during the
workshops to facilitate caregiver’s participation. In Huánuco, the workshop took
place in an auditorium space at the healthcare centre in two sessions (critique
phase in August 2022, fantasy phase in September 2022) to avoid long sessions
that could be tiresome for caregivers as participants arrived late to the first session.
In Manchay, the future workshop occurred in one session (August 2022) in a
rented venue, considering the space restrictions observed in previous workshops,
and 10 minutes walking distance from an associated healthcare centre.

3.1.2 Introduction and giving an overview of previous workshops

In Huánuco, we had three facilitators for the critique and two for the fantasy
phases. In Manchay, we had two facilitators for the entire workshop. The
facilitators were mediators or participating observers (Trapani (2019)), scaffolding
the co-design activities, letting the participants work but also asking questions or
intervening when necessary. A facilitator welcomed participants and introduced
the research team with an icebreaker activity in every co-design workshop. Next,
another facilitator briefly explained the nine visual clusters of ideas placed on the
walls around the venue and invited participants to stand up and walk around (like a
visit to the museum) to check the clusters of ideas, and voice their understanding
or ask further questions. Considering the number of participants in each setting,
participants voted for the top three visual clusters in Huánuco and the top two in
Manchay according to their perceived importance in relation to their own realities.

3.1.3 Critique Phase

Participants were divided into small groups to brainstorm at separate tables where
they got pens, markers, post-its, and flip charts to sketch or write all the criticism
down. We balance the number of participants in each small group so that the
number of caregivers would never be less than the number of healthcare workers.
In Manchay, the first group had 5 participants (2 HCPs and 3 caregivers) and the
second group had 4 participants (1 HCP and 3 caregivers). In Huánuco, there were
three small groups: the first group with 5 participants (1 HCP and 4 caregivers),
the second group with 5 participants (1 HCP and 4 caregivers), and the third group
with 4 participants (1 HCP and 3 caregivers).

Each small group randomly received one of the top clusters of ideas and asked to
confirm if they were happy to continue with the assigned cluster. Participants were
asked to rank the individual visual ideas within the selected cluster and decide which
one they would want to criticize or combine. The selected idea was then placed at
the centre of the big paper template (as illustrated in Figure 1a). First, facilitators
invited participants to discuss the advantages, disadvantages, and problems around
the selected ideas. Second, participants were asked to reflect on how they could
address the emerging challenges, and whether technology could be helpful or not.



3.1.4 Fantasy Phase

In Manchay, facilitators asked participants to address the critiques and be creative
by sketching how they envisioned alternative futures based on their own
experiences. Considering their level of digital literacy uncovered in previous
workshops, we suggested imagining without restrictions and assuming that
everything could be possible. In Huánuco, the fantasy phase took place a month
after the critique phase. The first small group had 6 participants (2 HCP, 1 HP, 3
caregivers) and the second group had 7 participants (1 HCP, 1 HP, 5 caregivers).
Participants worked together in pairs. One HCP or HP was paired with a caregiver
in the first group. The second group had three pairs (a pair of two caregivers and
two pairs of one HCP/HP with a caregiver). As suggested by previous research
(Markham (2021); Suoranta and Teräs (2023)), and considering the low level of
digital literacy we observed in previous workshops, we invited each small group to
go on a short tour to the waiting area of the healthcare centre to facilitate
envisioning. We asked them to observe the physical and material elements of the
waiting area, recall their experiences while waiting for their child’s appointment,
and think about what is missing and what they could imagine to add to transform
the space and draw it on the A3 templates.

At the end, participants shared their drawings within their groups and
commented on how to improve each other’s ideas. Then, they had 5 minutes of
break to eat, relax, and talk between them about their collective ideas.

3.1.5 Closing the workshop

Each group shared their sketches with everyone to get feedback and comments.
Next, the workshop finished by reflecting on what participants like, what they did
not like, what could be improved, and participants provided feedback.

3.2 Data Analysis

The first author captured the sketches and notes from participants’ outcomes,
transcribed the audio recordings of the workshops (5h 55m in Huánuco and 2h
30min in Manchay) and used Reflexive Thematic Analysis (Braun and Clarke
(2021)) for analysis. After being familiarised with the data, initial codes were
generated. The codes with their quotes were placed in virtual post-its notes on
Miro (an online collaborative board tool). Miro allowed the first author to verify
and reflect on the codes and use Miro’s ‘comments’ functionality to make
questions and annotations to better understand the data. For generating the themes,
the first author discussed the partial results with two members of the research
team: one with expertise in global public health (ER) and the last author with
expertise in human-computer interaction for development (NV). Last, the first and
last authors reviewed and refined the potential themes. All the data collected was
analysed in Spanish and translated to English for reporting.



4 Findings: Barriers and Facilitators for Participation

4.1 Physical factors: The role of the venue and visual materials

The research context and the venue of the workshops played an important role to
make participants feel comfortable. While we rented a big venue with good
illumination not far from the healthcare centre in Manchay that was well received
e.g., the venue was “very nice” (Manchay HCP01), we could not find a big venue
to rent close to the healthcare centre in Huánuco, and activities took place in the
auditorium of the health centre. On the one hand, this facilitated the attendance of
healthcare workers and caregivers. On the other hand, it might not have been
considered as important as healthcare workers were mostly late as they tried to fit
the sessions as part of the working hours.

In addition, setting up the playing area for children (e.g., a mat with toys) in the
same room was attractive and playful for children and also supported caregivers’
participation enabling them to check on their children at any time while focusing
on the activity at hand. If a child started to cry, the researchers immediately took
them to their mom to feed them or calm them down. For instance, a caregiver
stated: “Right now, I’m focused on this because someone is caring for my baby”
(Manchay Caregiver05). However, we still faced an unavoidable challenge when a
child cried as it could have been distracting for the participants, e.g.,: “[a child] is
crying, [...] where is his mom?” (Huánuco-S2 Caregiver01). In these few
occasions, caregivers had to take care of their IYC and either continue
participating while breastfeeding them at the table, or some preferred to go to a
separated space to feed them, preventing them to fully focus.

The visual materials also played an important role to facilitate participation
while catching the participant’s attention and being simple to understand. First, the
visual clusters of ideas facilitated a share understanding of the illustrated ideas,
and supported caregiver’s engagement as participants discussed them or asked
questions to confirm their understanding of the ideas. For example, a caregiver
commented: “It [the idea] is to feed the child, micronutrients, [the mom in the
drawing] is giving him with puree, right?” (Huánuco-S1 Caregiver). Similarly, a
HCP commented about the visual cluster:

“One idea is for the mother to have more recipes or help to make the preparations.
The other... has to do with the packaging or where it is going to be served. And the
other has to do with the presentation of the supplement" (Manchay HCP01).

Furthermore, the visual sketch of the waiting area (see Figure 1b) helped
participants to visualise the spatial dimensions of the waiting area including the
existing constraints of the physical infrastructure. For example, the following
dialogue between a HP and a caregiver clearly illustrate this:

“HP02: maybe the waiting room could be spacious. Caregiver08: yes, but the waiting
room, as it is, cannot be expanded” (Huánuco-S2)

The visual sketch also helped participants to examine the current state of the
waiting area before envisioning future alternatives. For example, a caregiver



stated: “That part, the television, in front, directly... move it to the centre, because
if they put it on the side or on the other side [of the room] you can no longer see
it” (Huánuco-S2 Caregiver09). While imagining alternative futures, participants
spatially visualised the waiting area and modified the sketches. A HP expressed:

“Let’s see what I want to put... here I wanted to put weight and height, the scale that
weighs the children and all that” (Huánuco-S2 HP01).

The co-created sketches also offered an opportunity to express participant’s
ideas and values while keeping them engaged in the activity. For instance, a
caregiver commented:

“on this side the image, if you have noticed, [...] well, I have done it more or less
in this way because I believe the family very important within society” (Manchay
Caregiver05).

During presentations, the co-produced sketches helped participants to remember
details and facilitated the engagement with the audience while visualizing multiple
perspectives, as a HCPs commented:

“Well, to complement those I see in the previous group... Because in reality, they
covered needs that perhaps we had not seen from our perspective” (Huánuco-S2
HCP02).

4.2 Social factors: Verbal encouragement, attitudes, safe spaces and
the different roles of HCPs

Considering the needs and digital literacy of our different groups of participants, as
observed in previous workshops, we simplified the activities for Huánuco. Despite
the favourable outcomes (e.g., co-produced sketches) and successfully completing
the co-sketching activities, it is noteworthy that at the beginning of the workshops
some participants perceived themselves as lacking creative skills or self-confidence
for sketching or doing presentations. For example, a caregiver commented: “No,
I’m very nervous, I’m going to stumble over my words” (Huánuco-S1 Caregiver03).
Here, HCPs offered help with the sketching activities or practicing the presentations
with them. A HCP expressed: “putting it together, we have to practice to present
it, right?” (Huánuco-S2 HCP03).

During workshops, we observed how the use of visually-oriented methods
helped to generate a more positive attitude from participants. For example, a HP
expressed: “[laughs] I’m not much of an artist, but I’ll do my best (Huánuco-S2
HP01). Participants put effort into their drawings, wanting to draw and paint them
better. For example, the same HP commented to her team member: “You have to
paint the place to make it look nicer” (Huánuco-S2 HP01). Similarly, a caregiver
highlighted how she added details to her drawing: “here, a little son, right?... It is
the path so that he is not on the air” (Manchay Caregiver01).

Moreover, the verbal encouragement provided by healthcare workers,
facilitators and other caregivers was helpful for caregivers who needed help with
the activity at hand. For example, our analysis highlighted a case where all



participants at the table encourage a caregiver to speak/explain her work to the
group. Another caregiver commented: “As in family [...] there is nothing to be
afraid” (Huánuco Caregiver01). Once the caregiver presented to the team,
everybody celebrated her stating, “Well done!” [clapping] (Members of the
group), and a HP expressed: “bravo!! You did it very well!” (Huánuco-S2 HP01),
and a facilitator positively reinforced that “[she] did it very well!”. In addition,
participants and facilitators also praised each other’s sketches. For instance, a HCP
expressed: “look now, a very cool drawing” (Manchay HCP01).

We also observed how participants considered the workshop as a safe space to
share their experiences, ask questions, and raise concerns about the services at the
healthcare centre. A caregiver expressed:

“Also the nurses who provide us with the services... they may treat us with kindness.
Sometimes they treat us quickly, quickly, and sometimes there is no [good] treatment
[...] There should always be a [good] treatment” (Huánuco-S2 Caregiver02)

Similarly, a HP commented:

many [healthcare] professionals weigh, size [the child] and that’s it, but you don’t
know if it’s appropriate [for the child] and they don’t explain it to you” (Huánuco-S2
HP02).

A HCP also recognised the weaknesses of the services and commented:

“A mother also told us about the values many times as I already mentioned, the
mothers come in and [the HCPs] only do weight, height, or complain, and sometimes
they treat [the caregiver] badly.” (Huánuco-S2 HCP02).

In some cases, HCPs adopted a mediator role and scaffold the tasks for
caregivers, reinforcing caregiver’s engagement and motivation. A HCP expressed:

“What will this allow you [a caregiver]? What advantage does it have? One, for
example, having this marked in the schedule, [another caregiver] has said, for
example, in due time we are going to give iron [supplementation] to the child... This
is an advantage. Another [caregivers] has said that this is accessible...”
(Huánuco-S1 HCP02).

In most co-produced sketches, caregivers drew while HCPs contributed with
ideas. When caregivers could not draw, some HCPs offered to draw (e.g, “I draw
it, but tell me the idea” –Manchay HCP01), and facilitators also gave the option to
write down the ideas instead of drawing. . We also observed one case where both
(a caregiver and a HCP) stated that they “don’t know how to draw”, and the HCP
suggested the caregiver should draw. When healthcare workers (HCPs or HP) and
caregivers collaborated without any pressure in a comfortable and equal
environment they co-produced enriched ideas. For instance, the following dialogue
shows how caregivers and a HCP discussed a problem and alternatives to solve it:

“Caregiver03: For me, when it is my baby’s turn for the consultation, [the doctor]
always tells me about food and I forget.



Caregiver02: Sometimes, when they explain it to you, you forget, right? They tell you
this is [what] you have to give to the child... We didn’t know, [and then] we arrive
home and my mind is empty [forget].

Caregiver03: We forget.

HCP02: But with the images...

Caregiver02: With images, sometimes you are in a hurry you can take a photo and
once you get home you can take care of your little daughter...

HCP02: a portrait of foods with iron” (Huánuco-S2)

Finally, we also observed how caregivers looked for feedback from facilitators:
“Is [the concept] okay? what do you think?” (Manchay Caregiver03). Overall,
caregiver’s involvement and confidence was influenced by the health workers and
facilitators that provided verbal engagement, had a positive attitude, and provided
a safe and comfortable environment. However, we also observed some discussions
dominated by HCPs when a facilitator asked and the HCP answered on behalf of
the group. Here, facilitators asked again directly to the caregivers.

4.3 Temporal factors: everyday constraints, and punctuality

Participants mentioned that usually, the time for medical appointments and
demonstrative sessions was not planned according to the caregiver’s needs. As
workshops are extraordinary events in caregivers’ day-to-day activities, some
caregivers’ faced difficulties to plan their attendance to the workshops. Participants
mentioned that most of their activities are planned around children’s needs (e.g.,
children’s time to eat). When they have older children, they also have to consider
the older children’s schedules (“sometimes it’s already time to go to school [for
older children]” –Manchay Caregiver02). Indeed, engaging caregivers throughout
the project has been difficult due to the complexity of caregiver’s every day lives
and the socioeconomic demands in low-resource settings. In contrast to the
healthcare workers who have continuously participated in the workshops,
caregivers found it difficult to fully commit their time and workshops were
attended by previous caregivers and new caregiver participants.

In addition, we realised that punctuality is an important factor to consider. In
Huánuco, the first workshop had a 40 minutes delay because some caregivers
arrived late and few HPs were attending a last minute training session that
overlapped with the time of the workshop, which affected the planned activities. In
this case, we finished the workshop after the critique phase because “it [was]
already getting dark” (Huánuco Caregiver04), as it was inconvenient for
caregivers and HCPs to avoid a long session. In Manchay, the HP who recruited
the caregivers scheduled them an hour before the scheduled time for the workshop
to prevent delays taking into account the sociocultural context. In this case, some
caregivers arrived at the time indicated by the HP and then complained that the
workshop started too late.



5 Discussion

Reflecting on how participation took place in our workshops, we presented a
number of barriers and facilitators that highlight how the physical, social and
temporal aspects of co-design workshops can influence the involvement of
caregivers and healthcare workers in low-resource settings.

Future workshops are not an easy method to use as it can be time-consuming,
people could find it difficult to imagine desired futures and to participate due to the
constraints of everyday life (Dator, 1993; Suoranta and Teräs, 2023). To facilitate
future workshops and envisioning activities with low-resource communities, we
used a variety of visual materials (Sturdee and Lindley, 2019) to convey
information and ideas during the workshop, and to support participant’s
engagement with the activities. Our findings confirmed that all visual materials
clearly facilitated a shared understanding of ideas between participants and showed
how the collaborative sketching activities helped to reduce the effect of traditional
unequal power relations between healthcare workers and caregivers (e.g., HCPs
leading discussions). The workshops and the visually-oriented materials helped
building a positive relationship between caregivers and healthcare workers, where
HCPs with a positive attitude often acted as mediators of caregiver’s participation,
and where caregivers felt comfortable and safe to share and voice their concerns,
empathising with each other’s perspectives (Lewis and Coles-Kemp, 2014).
Nevertheless, negotiating power dynamics (Jiang et al., 2022; Guo and Hoe-Lian,
2014) between multiple stakeholders with different values and demands is one of
the major challenges when co-designing interventions for maternal and child
health in low-resource settings (Till et al., 2022, 2023; Coleman et al., 2023).

When deciding on the venue, we considered setting up a space for children in
the same room to supervise them while caregivers could see them, aligned with
prior work (Balaam et al., 2015; Wardle et al., 2018). However, despite the
benefits, it is also worth noting that some challenges still remained, as in some
cases, it was difficult to grab caregivers’ full attention when their babies were in
their arms. Aligned with Balaam et al. (2015) and Wardle et al. (2018), our
caregivers’ attention was divided between the workshop activities and their
children. Future work should investigate additional ways for keeping children
engaged in the play area to minimize interruptions in caregiver’s participation.

In addition, we need to be mindful and consider caregivers schedules when
organising co-design workshops as most of their activities revolve around
children’s routines (babies and older children). Indeed, previous research has
shown that low-income families often have less control of their time (Roy et al.,
2004). Aligned with Rosner et al. (2016), we initially consider that workshops
have to be planned taking into account participants’ availability and routines while
attaching them to the consultation appointment. However, our participants found it
difficult to attend the workshops due to the less control of their time in their busy
routines, and existing cultural traits such as lack of punctuality (Basu and Weibull,
2003) that we did not envisage. Even when the venue of the workshop was located



in the area where caregivers live in Huánuco, they still had to travel. We provided
transportation costs to help participants reach the venue. Regarding HCPs, some of
them were late even though the workshop took place as part of their working
hours, due to their busy schedules or unexpected training.

Regarding caregiver’s confidence in drawing, our approach was consistent with
Sturdee and Lindley (2019)’s recommendation of making a team effort to draw
more detailed images. Aligned with Till et al. (2022) and Wardle et al. (2018), our
findings confirmed the important role of visual materials and words of
encouragement from other caregivers and healthcare workers to support
peer-to-peer interactions, build caregiver’s confidence, and support positive
reinforcement (Wardle et al., 2018).

5.1 Limitations

One limitation is the fact that as facilitators, we may have impacted the HCPs and
caregivers’ participation, intentional or unintentional (Dearden and Kleine, 2018),
since we were external actors in their day-to-day context (Mainsah and Morrison,
2014). In the workshops, facilitators played an active or passive role when it was
necessary.To mitigate our influence, we encouraged open participation for both
caregivers and HCPs and recruited participants through our local team. We also
attempted to balance their interaction in group work to avoid caregivers feeling
intimidated by another group of participants. Another limitation relates to the
positionality of the research team belonging to an upper-middle socio-economic
class that shaped how we framed the project and analysed data. Here, our
multidisciplinary team have extensive experience conducting participatory
research on maternal and child health in low-resource, urban and rural settings in
Latin America and the Global South. We followed the best practices to
continuously involve community participants before, during, and after the project.
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Abstract. Gender diversity is a recurrent topic in the STEM field. The lack of women’s
presence in the field is a concern for important organizations such as the UN and UNESCO.
This matter impacts collaboration since the absence of team diversity can affect the result
obtained. Due to this context, the present study aims to analyze collaboration regarding
gender parity. The rapid review methodology was used to search for primary studies on
these themes and understand how collaboration and gender have been investigated in the
last ten years. We used the Rapid Review methodology to select twenty papers evaluated
by type of collaboration, model of collaboration, type of research, and research strategy.
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While it wasn’t possible to determine a definitive collaboration model, the analysis revealed
that most studies focused on collaborative learning. The research type showed a balanced
distribution between explanatory and descriptive approaches, with the majority employing
surveys as their primary research strategy.

1 Introduction

The lack of diversity in STEM (Science, Technology, Engineering, and
Mathematics) is gaining more relevance as time passes. In STEM-related fields of
higher education, female students comprise just 35% of the total student
population (Chavatzia, 2017). In 2015, women accounted for 57% of all
professional occupations; however, they represented only 25% of all computing
roles (Ashcraft et al., 2016). This data illustrates a particular issue across various
educational levels and corporate settings. It becomes evident that the matter is a
concern of global significance, as even prestigious organizations like the United
Nations (UN) are addressing the issue. For instance, gender equality is explicitly
highlighted as one of the Sustainable Development Goals (SDG) (United Nations,
2015).

As this topic raises concerns in different levels of education and work
environments in technology, it’s also possible to check that this affects
collaboration. Drawing from the evidence on the impacts of gender balance within
teams, gender diversity can potentially elevate group dynamics, a factor of growing
significance as collaboration takes center stage in scientific production, leading to
innovation (Bear and Woolley, 2011).

In light of this context, the current study seeks to analyze gender diversity in
collaboration in technology. We employed the Rapid Review (RR) methodology
(Cartaxo et al., 2018) to identify primary studies investigating this topic.
Subsequently, the study aggregates the findings and analyzes the research
conducted over the past decade concerning the intersection of gender and
collaboration.

We expect to advance the understanding of gender parity in STEM through the
comprehensive overview of the analysis and categorization of papers based on
collaboration type, model, research type, and strategy. We provide diverse
collaboration models, suggesting interdisciplinary and industry-academic
partnerships, and propose exploring gender intersectionality with other diversity
dimensions for a more nuanced understanding. Finally, the study highlights the
ongoing need to explore gender implications in collaborative environments and
present some avenues of research that can be made into actions as public policies.

The remaining of this work is organized as follows: the next section presents
other secondary works that seek to analyze the field of collaboration, especially
regarding gender; the third section focuses on describing how the rapid review was
applied to select the primary studies; then the next part shows results about the



chosen papers and discussion concerning the topic; finally, the last section it’s the
conclusion of this study.

2 Related Work

The subject of gender diversity is a well-established topic within the field of
computer science. Therefore, this section will introduce three secondary studies
that are pertinent and connected to the current research. Therefore, that difference
and the contributions the present work can offer to the scientific community will be
highlighted.

Wallace et al. (2017) focused on synthesizing findings related to
Computer-Supported Cooperative Work (CSCW). Their systematic literature
review aimed to provide a comprehensive overview of the field’s current state,
identify research trends and establish a foundation for future work. Wallace et al.
(2017) build upon two existing systematic reviews in the ACM digital library,
encompassing 1209 articles. The primary objective was to categorize these articles
based on:

• Model of collaboration: whether the collaboration happened synchronous,
asynchronous, remote, or collocated.

• Types of research: design and evaluation, descriptive, explanatory,
bibliographic, and not empirical.

• In case the type of research is Design and Evaluation, then the study would
have the category of evaluation: field experiment, field and case study, and
laboratory experiments.

• Devices: the kind of device in which the collaboration happens, such as PCs
and tablets.

These categories were described and defined by Wallace et al. (2017), and
some will be useful for the present study. This study utilizes the collaboration
model and various research classifications to provide a clear reference for
comparison. However, due to the nature of this study, the bibliographic and not
empirical studies won’t be useful. Therefore, unlike Wallace et al. (2017), the
current research systematically reviews the collaboration field, focusing on gender
diversity. Although the focus is different, the present study uses Wallace et al.
(2017) as a reference to synthesize results.

Dias Canedo et al. (2019) also does a systematic literature review. However,
unlike Wallace et al. (2017), they focus on gender parity in software development
projects, especially open-source projects. The goal is to understand which factors
could contribute to increasing women’s interest in cooperating in open-source
communities. A total of 24 papers were analyzed to have their data extracted.
Dias Canedo et al. (2019) state that increasing women’s participation in software
development is necessary due to its benefits. One possible solution is to keep
senior developers for underrepresented groups.



While Dias Canedo et al. (2019) present a literature review on gender diversity
focused on open-source software development projects related to the present
research, this study will review the literature following an RR protocol. Our focus
is more general in collaboration, not only in open-source collaboration.

The field of CSCW has a scarcity of secondary studies, as indicated by Wallace
et al. (2017). Furthermore, there is a noticeable gap in research focusing on
collaboration and gender. Therefore, this present study aims to fill this void by
conducting a rapid review of the intersection of gender parity and collaboration in
technology.

3 Methodology

This study employs the Rapid Review methodology, as outlined by Cartaxo et al.
(2018), to conduct a literature review. The objective is to consolidate findings from
primary studies on collaboration and gender diversity within the technology field.
The upcoming section will outline the steps involved in identifying relevant papers
through the rapid review process.

3.1 Research Questions

To guide the rapid review, the following research questions (RQ) were used:

1. How is collaboration in the technology field regarding gender diversity in the
last ten years?

2. What is the type of collaboration?

3. What is the model of collaboration?

4. What type of research was used?

5. What research strategy was used?

The RQ1 seeks a better understanding of collaboration with gender parity in
mind. Consequently, the following questions have the purpose of characterizing
the collaboration reported in the study. RQ2 aims to answer in which context the
cooperation happened: research (such as academia), learning (collaborative
learning, for example), or industry (collaboration in work environments). RQ3 and
RQ4 are categories explored by Wallace et al. (2017). RQ3 seeks to characterize if
the model collaboration (synchronous or asynchronous, remote or collocated) as
Wallace et al. (2017) did in the systematic literature. While RQ4 aims to portray
the type of research conducted in the primary study, following the categories and
criteria proposed by Wallace et al. (2017): design and evaluation, descriptive and
explanatory. Finally, RQ5 has the goal to describe what research strategy was used
in the primary study, having Wohlin et al. (2012) as reference: experiment,
quasi-experiment, case study, survey, and simulation.



3.2 Search Strategy

To find the primary studies, the search engine used Scopus1 since it searches in
many of the most relevant digital libraries for the computer science field. And it
was only one due to the time frame agreed to complete the research.

The search string used was revised and improved by specialists in the CSCW
field, making it possible to balance the quantity and quality of results. The string in
question used was:

TITLE-ABS (((("woman" OR "women" OR "female")) OR (("gender") AND
("diversity" OR "parity" OR "equality"))) AND ("collabora*" OR "coopera*"
OR "team*") AND ("computer science" OR "programmer")) AND PUBYEAR >
2013 AND PUBYEAR < 2024 AND (LIMIT-TO(DOCTYPE, "ar") OR LIMIT-
TO(DOCTYPE, "cp")) AND (LIMIT-TO(LANGUAGE, "English"))

The search was performed on September 07, 2023, with a time restriction of
2013 until the date of the search, returning 158 documents.

3.3 Selection Procedure

The selection procedure for the papers consisted of excluding short papers, reading
the title and abstract, and reading full papers. The inclusion criteria to select the
studies were:

• Must have more than five pages
– Short papers were excluded.

• Must be a primary study;
– Secondary studies were excluded since the present work focuses on

synthesizing results based on primary evidence.
• The study provides an analysis of Gender Diversity in the collaboration field

– Studies that analyzed gender diversity in other computer science fields
were excluded since the focus is the collaboration area;

– Studies that analyzed collaboration regarding other minority groups
were excluded due to the focus on gender diversity;

– Studies that used collaboration to promote gender parity;
– Studies that only focused on collaboration, not mentioning gender

parity, were also excluded.
• The study must apply a research strategy or be an observational study

– Studies based on opinions were excluded.
Figure 1 illustrates the selection procedure and presents its results. The search

was made in Scopus in September 2023 using the search string, returning 158
documents. We excluded 28 articles that failed the minimum page count criterion
in our first analysis. We analyzed the titles and abstracts of the remaining 130

1 https://www.scopus.com/



Table I. List of the Selected Papers.
Reference Title
Gilal et al. (2019) A set of rules for constructing gender-based personality

types’ composition for software programmer
Oka et al. (2019) Assessing the networking preferences and resource

satisfaction among engineering faculty in the California
State University system

Buffum et al. (2016) Collaboration and gender equity in game-based learning for
middle school computer science

De Castro-Cabrera
and Guerrero-
Contreras (2022)

Creating a wiki about Computer Engineering History through
its women

Alqahtani et al.
(2020)

Diverse group formation based on multiple demographic
features

Hirshfield (2018) Equal but not equitable: Self-reported data obscures gendered
differences in project teams

Groher et al. (2022) Exploring diversity in introductory programming classes: An
experience report

Thinnyun et al.
(2021)

Gender and engagement in CS courses on Piazza

Küng et al. (2022) Gender and pair programming–Effects of the gender
composition of pairs on collaboration in a robotics workshop

Yamamoto and
Frachtenberg (2022)

Gender differences in collaboration patterns in computer
science

Hardin (2021) Gender Differences in Hackathons as a Non-traditional
Educational Experience

Ying et al. (2019) In their own words: Gender differences in student perceptions
of pair programming

Heels and Devlin
(2019)

Investigating the Role Choice of Female Students in a
Software Engineering Team Project

Van Herck and
Fiscarelli (2018)

Mind the Gap Gender and Computer Science Conferences

Jimenez et al. (2021) Pedagogical innovations with a gender approach to increase
computer programming self-efficacy in engineering students

Sarvghad et al.
(2022)

Scientometric analysis of interdisciplinary collaboration and
gender trends in 30 years of IEEE vis publications

Cavero et al. (2015) The evolution of female authorship in computing research
Early et al. (2018) Understanding gender equity in author order assignment
Ying et al. (2021) Using Dialogue Analysis to Predict Women’s Stress During

Remote Collaborative Learning in Computer Science
Fields et al. (2017) Youth computational participation in the wild: Understanding

experience and equity in participating and programming in
the online scratch community



documents, having the criteria already cited in mind, and 84 papers were excluded.
Finally, the last step was to perform the full reading of 46 papers. In the end, 20
articles were selected for this review, as shown in Table I. Details of the section
procedure are available in Galeno et al. (2023).

3.4 Synthesis

To synthesize the 20 primary studies selected, a narrative summary will be used to
summarize the results regarding gender and collaboration with the research
questions stated above. Also, the studies were grouped due to their similarities.
The following sections will present this synthesis.

4 Results

This section presents the results of each paper concerning the research questions.
The distribution of papers will be shown in the groups formed and then by each
category: type of collaboration, model of collaboration, type of research used, and
type of research strategy used.

4.1 RQ1: How is collaboration in the technology field regarding
gender diversity in the last ten years?

To examine gender diversity in the collaboration field, we organized the selected
articles into groups. This approach allowed us to gain insights into broader aspects
of cooperation while investigating gender parity. Table II and Figure 2 show the
distribution of papers.

Many papers predominantly cover collaborative learning and authorship
collaboration. Within collaborative learning, a subset specifically delves into pair
programming. Several research studies (Groher et al., 2022; Küng et al., 2022;
Ying et al., 2019, 2021) concentrate on exploring the influence of this collaborative
learning method on the programming learning process for girls. The second topic
consists of survey studies using publications data to find patterns in women’s
participation.

Team formation represents studies that propose software or algorithms to
compose software development teams (Alqahtani et al., 2020; Gilal et al., 2019) or
understand patterns when women choose their role in the team (Jimenez et al.,

Figure 1. The selection procedure used in this Rapid Review.



Figure 2. Classification of the articles in Groups.

Table II. Classification of the articles in Groups.
Groups Papers
Team Formation Gilal et al. (2019); Alqahtani et al. (2020); Jimenez et al. (2021)
Authorship
Collaboration

Yamamoto and Frachtenberg (2022); Van Herck and Fiscarelli
(2018); Sarvghad et al. (2022) , Cavero et al. (2015); Early et al.
(2018)

Collaborative
Learning

Buffum et al. (2016); De Castro-Cabrera and Guerrero-Contreras
(2022); Groher et al. (2022); Küng et al. (2022); Ying et al. (2019,
2021)

Hackathons Hardin (2021)
Team Behavior Hirshfield (2018); Heels and Devlin (2019)
Collaborative
Foruns

Oka et al. (2019); Thinnyun et al. (2021); Fields et al. (2017)

2021). The group of team behavior consists of studies that focus on understanding



the behavior and feelings of women while working in collaborative software
development.

Collaborative forums are studies that focus on understanding female behavior
in online communities of technology, such as Thinnyun et al. (2021) or Fields et al.
(2017) or even in in-person forums, for example, network environments (Oka et al.,
2019). Finally, the hackathon group is one study (Hardin, 2021), which has the goal
to characterize the female experience in hackathons by surveys and data analysis
and trying to understand aspects: how gender stereotypes can affect the team roles
and how hackathons can enhance the learning experience.

In conclusion, recent studies conducted over the past decade have yielded more
pronounced findings concerning collaborative learning and research cooperation,
particularly emphasizing the role of gender diversity.

4.2 RQ2: What is the type of collaboration?

The category of type of collaboration aims to characterize the environment in
which the collaboration took place. We have separated them into three
possibilities: Industry, Research, and Learning. Table III and figure 3 show the
relation between the categories and the selected papers. Most of the works are
regarding collaborative learning.

Table III. Classification of the articles by Types of Collaboration.
Collaboration Type Papers
Industry Gilal et al. (2019)
Research Oka et al. (2019); Alqahtani et al. (2020); Yamamoto

and Frachtenberg (2022); Van Herck and Fiscarelli (2018);
Sarvghad et al. (2022); Cavero et al. (2015); Early et al.
(2018)

Learning Buffum et al. (2016); De Castro-Cabrera and Guerrero-
Contreras (2022); Hirshfield (2018); Groher et al. (2022);
Thinnyun et al. (2021); Küng et al. (2022); Hardin (2021);
Ying et al. (2019); Heels and Devlin (2019); Jimenez et al.
(2021); Ying et al. (2021); Fields et al. (2017)

Industry is about collaboration in a corporate environment, for example,
software development situations for industry (Gilal et al., 2019). Research focuses
on papers that describe collaboration in research environments, such as academia
and scientific research. Some studies focus on collaboration in article authorship,
for example, (Early et al., 2018; Yamamoto and Frachtenberg, 2022; Van Herck
and Fiscarelli, 2018; Cavero et al., 2015). Learning refers to studies that report the
use of collaborative learning and, usually, an analysis of how this methodology
helped gender diversity. A few studies focus on pair programming to teach
programming, for example, (Ying et al., 2021; Küng et al., 2022; Ying et al., 2019;
Groher et al., 2022).



Figure 3. Classification of the articles Types of Collaboration.

In conclusion, results show that most studies regarding collaboration and gender
focus on collaborative learning or are happening in the research environment, even
though some research can be applied in industry.

4.3 RQ3: What is the model of collaboration?

The collaboration model was based on Wallace et al. (2017). To define the
collaboration model, it’s necessary to determine the synchronicity and distribution.
Synchronicity refers to whether the collaboration happens synchronously,
simultaneously, or asynchronously at different times. Distribution describes how
the cooperation happened: collocated, at the same place, or remote, people
collaborating in different places. Figure 4 presents classifications by synchronicity
and distribution, data also shown in Tables IV and V. However, due to the nature
of some studies, it was impossible to classify them. For example, Early et al.
(2018) surveys past data, and the collaboration model was not specified.



Table IV. Classification of the articles by Model of Collaboration: Synchronicity.
Synchronicity Papers
Synchronous Buffum et al. (2016); Groher et al. (2022); Küng et al. (2022);

Hardin (2021); Ying et al. (2019, 2021)
Asynchronous Alqahtani et al. (2020); Thinnyun et al. (2021); Fields et al. (2017)
Undefined Gilal et al. (2019); Oka et al. (2019); De Castro-Cabrera and

Guerrero-Contreras (2022); Hirshfield (2018); Yamamoto and
Frachtenberg (2022); Heels and Devlin (2019); Van Herck and
Fiscarelli (2018); Jimenez et al. (2021); Sarvghad et al. (2022);
Cavero et al. (2015); Early et al. (2018)

Table V. Classification of the articles by Model of Collaboration: Distribution.
Distribution Papers
Remote Buffum et al. (2016); Alqahtani et al. (2020); Groher et al. (2022);

Thinnyun et al. (2021); Ying et al. (2021); Fields et al. (2017)
Collocated Küng et al. (2022); Hardin (2021); Ying et al. (2019)
Undefined Gilal et al. (2019); Oka et al. (2019); De Castro-Cabrera and

Guerrero-Contreras (2022); Hirshfield (2018); Yamamoto and
Frachtenberg (2022); Heels and Devlin (2019); Van Herck and
Fiscarelli (2018); Jimenez et al. (2021); Sarvghad et al. (2022);
Cavero et al. (2015); Early et al. (2018)

Figure 4. Classification of the model collaboration by synchronicity (left) and distribution (right).

In general, most of the studies were not able to classify. Even though it is
possible to see more works on collaboration and gender diversity dealing with
synchronous situations, such as pair programming (Groher et al., 2022; Küng
et al., 2022; Ying et al., 2019, 2021) and remote work. Collocated collaboration
was partially affected by the pandemic of COVID-19 as studies report their
activities were forced to be remote (Groher et al., 2022).



4.4 RQ4: What type of research was used?

Wallace et al. (2017) also inspired the category of type of research. They classified
collaboration regarding categories already cited. For the present work, only three
collaboration categorizations were useful: design and evaluation (proposal of
collaboration software and its evaluation), explanatory (experiments designed to
test hypothesis and explain phenomenons), and descriptive (describes an
environment where collaboration is important). Table VI shows the distribution of
papers regarding these categories, visually represented by Figure 5.

Table VI. Classification of the articles by Research Type.
Research Type Papers
Design and
Evaluation

Gilal et al. (2019); Buffum et al. (2016); Alqahtani et al. (2020)

Explanatory De Castro-Cabrera and Guerrero-Contreras (2022); Groher et al.
(2022); Thinnyun et al. (2021); Küng et al. (2022); Hardin (2021);
Ying et al. (2019); Heels and Devlin (2019); Jimenez et al. (2021);
Ying et al. (2021); Fields et al. (2017)

Descriptive Oka et al. (2019); Hirshfield (2018); Yamamoto and Frachtenberg
(2022); Van Herck and Fiscarelli (2018); Sarvghad et al. (2022);
Cavero et al. (2015); Early et al. (2018)

An extensive number of studies classified as explanatory shows that half of the
studies had a hypothesis regarding gender diversity in collaboration activities and
applied experiments to check it. Seven were descriptive, describing an environment
where collaboration is important, such as academia. Finally, three of them presented
software and evaluated it.

4.5 RQ5: What research strategy was used?

Due to all studies conducting some experiments, there was also a classification to
which kind of experiment they conducted following the taxonomy of Wohlin et al.
(2012). Table VII and Figure 6 show which experiment was used in the papers.

A significant amount of research chose the survey method, which analyzes past
activities through data, interviews, or questionnaires. One of the advantages of this
strategy is cost, being cheap and easy to conduct. The second most used was
quasi-experiment, in which the study happens in a controlled environment but not
with a random sample. The simulation was used, in general, to taste software and
algorithms proposal performances (Gilal et al., 2019). Finally, only Hirshfield
(2018) used the case studies strategy to support an observational descriptive study.
An experiment was not used, probably due to their cost and difficulty
implementing under the study’s time frame.



Table VII. Classification of the articles by Experiment Strategy.
Experiment Strategy Papers
Simulation Gilal et al. (2019); Alqahtani et al. (2020)
Experiment -
Quasi-Experiment Buffum et al. (2016); Küng et al. (2022); Jimenez et al.

(2021); Ying et al. (2021)
Survey Oka et al. (2019); De Castro-Cabrera and Guerrero-

Contreras (2022); Groher et al. (2022); Thinnyun et al.
(2021); Yamamoto and Frachtenberg (2022); Hardin
(2021); Ying et al. (2019); Heels and Devlin (2019);
Van Herck and Fiscarelli (2018); Sarvghad et al. (2022);
Cavero et al. (2015); Early et al. (2018); Fields et al. (2017)

Case Study Hirshfield (2018)

Figure 5. Classification of Research Types.



5 Discussion

This section aims to provide a comprehensive overview of gender parity in
collaboration by synthesizing the results based on two key factors: the portrayal of
collaboration and the research conducted within each group. This approach will
help paint a clearer picture of the overall scenario regarding gender equality in
cooperation.

All papers from the collaborative learning group were classified as "Learning"
in collaboration type. Regarding the model of collaboration (Buffum et al., 2016;
Groher et al., 2022; Küng et al., 2022; Ying et al., 2019, 2021) had synchronous
cooperation and (Buffum et al., 2016; Groher et al., 2022; Ying et al., 2021) had
remote collaboration, while Küng et al. (2022) and Ying et al. (2019) had
collocated activities. Although some of them can be done remotely, the
experiments were collocated. De Castro-Cabrera and Guerrero-Contreras (2022)
could not determine the collaboration model. Five out of six papers were
explanatory research (De Castro-Cabrera and Guerrero-Contreras, 2022; Groher

Figure 6. Classification of Evaluation Types.



et al., 2022; Küng et al., 2022; Ying et al., 2019, 2021), having only one classified
as design and evaluation (Buffum et al., 2016). Buffum et al. (2016) propose a
game for collaborative learning using game-based learning and used in the
classroom to evaluate their experience. For the research strategy, half used
quasi-experiments (Buffum et al., 2016; Küng et al., 2022; Ying et al., 2021). The
other half used surveys (De Castro-Cabrera and Guerrero-Contreras, 2022; Groher
et al., 2022; Ying et al., 2019), probably due to convenience and to be an
experiment in a classroom where the sample is not random.

We highlight that four out of six papers on collaborative learning were about
pair programming (Groher et al., 2022; Küng et al., 2022; Ying et al., 2019, 2021),
studies to characterize the experience of girls doing pair programming to learn
programming a new language. Groher et al. (2022), Küng et al. (2022), and Ying
et al. (2019) present great and interesting results that favor pair ramming as a
collaborative learning methodology. However, Ying et al. (2021) results present
pieces of evidence that, in their sample, girls were more stressed and nervous.

Concerning authorship collaboration, all papers are in “Research” in
collaboration type. Also, it was impossible to define any collaboration model since
the papers didn’t define the cooperation process, and it’s a situation that can be
anything. All five studies of this group were defined as descriptive since the focus
is to describe the research environment regarding women’s participation in
authorship. Due to the nature of this type of research, the strategy used was a
survey, analyzing past data. As for their results, Yamamoto and Frachtenberg
(2022) state that there is no significant difference between man and woman
collaboration patterns, and Sarvghad et al. (2022) point out that the rate of women
being present as authors in computer science-related fields increased from 5% to
30% in the last thirty years. A related result was obtained by Van Herck and
Fiscarelli (2018), which reports that this increase in the rate of authorship is related
to the increase in interdisciplinary research. Cavero et al. (2015) focus on
understanding collaboration between genders in authoring. For that, the research
points out, through the data analysis of 1936-2010, that only 9.36% of the papers
were written with cooperation. Finally, Early et al. (2018) concentrate on
understanding the order in which author names appear on the published paper.
Their survey shows that many women occupy the first author position. However,
they are not occupying the last position, which interviewed researchers expressed
is the most prestigious one.

On collaborative forums, one paper was classified as “Research” (Oka et al.,
2019) and the other two in “Learning” (Thinnyun et al., 2021; Fields et al., 2017)
for collaboration type. Also, for (Oka et al., 2019), it was impossible to determine
the collaboration model since the study goal was to understand the necessity of a
collaborative network in the STEM environment. To assess that, they survey
faculty members of a university. Therefore, this paper was classified as descriptive
research since it aims to describe the necessity of cooperation in given
circumstances. Thinnyun et al. (2021) and Fields et al. (2017) present studies
about online forums that characterize women’s participation. Both are



asynchronous and remote due to the online nature of collaboration and used data
analysis to test hypotheses, being a survey. Thinnyun et al. (2021) conclude that
women are more engaged with the Piazza platform than men but use more
anonymous functionality, contrasting with StackOverflow forum data. Fields et al.
(2017) show through Scratch Forum data that girls’ participation gradually
decreases as the course advances.

Regarding team formation, the papers were classified into each collaboration
type. Jimenez et al. (2021) focus on collaboration in a learning environment and
aim to understand how women see their role in a group. The model of collaboration
was not determined. However, it’s an explanatory study and uses quasi-experiments
to check the hypothesis of gender in team formation. Through the experiment, they
conclude that, in general, women tend to keep their stereotype when choosing an
assignment. While Gilal et al. (2019) andAlqahtani et al. (2020) are both design
and evaluation studies, they propose algorithms to form diverse teams. However,
Gilal et al. (2019) focus on teams for industry and use simulation to check the
proposal’s validity. The results showed that men must have extroverted personality
traits, meanwhile women have introverted ones. Thus, the papers conclude that the
proposal is ready to be launched. Alqahtani et al. (2020) also use simulation to
evaluate but use the academic environment to test it as an asynchronous and remote
collaboration model. Also, the proposal showed promising results.

As for team behavior, the two papers are from collaborative learning (Hirshfield,
2018; Heels and Devlin, 2019). Hirshfield (2018) describes the environment of
a software development team in a classroom, which makes the study descriptive
and uses observations to assess subjects’ perceptions, being a case study with a
follow-up questionnaire. Then, they triangulate qualitative and quantitative data.
Was seen that feedback about the work in the group changed depending on the
collected data. For example, through observation, one woman vocalized she did not
feel comfortable in the team, while in the questionnaire, there wasn’t a complaint.
Heels and Devlin (2019) study is exploratory and uses surveys to evaluate women’s
behavior in teams and, as Jimenez et al. (2021), concluded that they have seen girls
usually perform less technical tasks focusing on managing.

Finally, the hackathons only have one work associated with collaborative
learning (Hardin, 2021). It is an explanatory work that uses surveys to identify
participant conduct patterns by gender. The paper used different hackathons, some
collocated and one remote due to the COVID-19 pandemic, and they were all
synchronous collaborations. Through the data collected, it was impossible to
perceive any significant difference in collaboration behavior by gender.

6 Conclusion

The under-representation of women at various education levels in STEM and in the
corporate sector is a pressing issue that has garnered attention from prestigious
organizations like the United Nations, impacting collaboration and innovation
within these fields. This research aimed to analyze gender diversity in



collaboration in the technology field. To achieve this goal, we reviewed the
literature following the Rapid Review protocol (Cartaxo et al., 2018). Twenty
primary studies were selected to compose the analysis. With them, it was possible
to evaluate collaboration aspects regarding gender and cooperation, such as the
type and model and type of collaboration, and strategy of research.

The results of our study have revealed several key insights into the state of the
art of gender diversity in the field of collaboration. It’s possible to see the need for
more diverse studies about this theme. Results showed a concentration of works
concerning collaborative learning and only one about collaboration in the corporate
environment. Also, the most used research strategies were surveys, interviews, or
questionnaires. However, researchers can benefit by using observational techniques
and doing quasi-experiments. About the model of collaboration, it’s not possible to
conclude since most studies didn’t define it.

This research contributes significantly to our understanding of gender parity,
serving as a valuable resource for future studies focusing on collaboration to
enhance women’s involvement and foster gender cooperation. The results
underscore the importance of ongoing exploration and comprehension of gender
implications within collaborative environments.

As limitations, the study relied on a single search engine, and the search string
had to be simplified due to the high number of documents returned, omitting terms
like “group”. Future researchers can expand on this work by investigating various
aspects of collaboration and gender. This may include exploring how collaboration
can positively impact women’s participation and leadership roles in STEM,
conducting secondary studies on the use of collaboration to promote STEM among
women, and encouraging research within the industry environment, particularly
focusing on software development teams.
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Abstract. Motivated by the long-standing concern in CSCW with the state of digital coordination 

technologies and the ensuing accumulated empirical evidence of how the shortcomings of 
coordination technologies are handled in practice, this paper presents four examples of coordination 
technologies and coordinative artifacts that show how workers cope with their shortcomings through 
workarounds and hacks: CAD systems in architectural practice; the medical record in a cardiology 
clinic and the problem of ICD data; the IMDS database in the car industry; and the problems of making 
MRP systems work for the purpose of local planning. Concluding with the question what is required 
to support workers in their cooperative effort to ‘make coordination systems work’, the notion of 
computer support for ‘peer-to-peer plan management’ is introduced. 

'"The work to make the network work" is considerable.' 
John Bowers (1994, p. 296) 

This study is motivated by the long-standing concern in CSCW with the state of 
digital coordination technologies and the ensuing accumulated empirical evidence 
of how the shortcomings of coordination technologies are handled in practice. The 
occasion to revisit this issue arose when looking back on findings from 
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ethnographic and similar in-depth workplace studies that we and our colleagues 
have been conducting over a period spanning about three decades, in work domains 
as different as manufacturing planning and control, software engineering, air-traffic 
control, automobile design, architectural design, oncological treatment, and 
cardiological treatment. While our more immediate goal is a comparative analysis 
of coordinative artifacts in these domains, we were again struck by how 
coordination technologies often offer insufficient or no support to workers in 
handling alignment problems that occur in their daily work and how workers 
nonetheless make them work. The aim of this paper is, first, to point to, or remind 
us of, these problems and the often innovative ways in which workers cope with 
them through workarounds and hacks, and second, to outline, or resurrect, a 
research program aiming at developing computer support for the work of making 
coordination technologies work. 

The term ‘coordination technologies’ covers a broad and manifold category of 
software applications used in contemporary workplaces. Initially developed in the 
1950s, this category of applications has developed significantly since then and now 
encompasses systems as diverse as airline reservation systems, air traffic control 
systems, computer aided design (CAD) systems, facilities management systems, 
manufacturing resource planning (MRP II) or enterprise resource management 
(ERP) systems, software configuration management systems, patient record 
systems, accounting systems, inventory management systems, project management 
systems, group calendar systems, and much more. What the instances of this 
category of technology have in common are, basically, two features. First, they 
facilitate and regulate the distributed but interdependent work activities of multiple 
workers engaged in specialized local activities. Or in other words, they serve as 
coordinative infrastructures to these settings. Second, they are constructed on and 
around a distinct computational model of the interdependencies of the work 
arrangement in question, which serves as a calculus in some essential respects. A 
coordination system can best be understood as a family of coordinative artifacts, 
typically predicated on received (paper-based) techniques, which have now been 
integrated computationally, such as, e.g., a group calendar system in which the 
established techniques and concepts of calendar and timepiece form the foundation 
of a complex of techniques and concepts such as meeting, deadline, invitee, 
appointment, meeting room, etc.  

However, while indispensable, the digital coordination systems in which these 
technologies are embodied at the same time pose significant problems to 
practitioners: their practical integration in the situated flow of work is hampered by 
the simple fact that these technologies have not been designed to be integrated in 
actual work practices. Work organizations and coordinative practices have rather 
been redesigned, or truth be told: painfully adapted, to these systems. 

Several problems conspire to hamper the development and deployment of digital 
coordination technologies. Coordination technologies are, first of all, as all artifacts 
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that embody a ‘plan’ or ‘model’ of the world in turn is to be, ‘local and temporary 
closures’ (Gerson and Star, 1986, p. 263). That is to say, their application is 
inexorably contingent and requires skill. For a given computational model, however 
well designed and however ‘intelligent’, ‘situations unanticipated by the original 
system designers will inevitably arise’, ‘for both practical and theoretical reasons’, 
and situations will always be possible where the system ‘is beyond its bounds’ 
(Roth and Woods, 1989, p. 237). Digital coordination technologies today are not 
designed so as to support users in dealing with contingencies. They offer no or little 
in terms of which users can meet contingencies. Workers instead strive to make 
them work by engaging in all kinds of workarounds and plain hacks.  

On the other hand, coordination technologies are based on a single conceptual 
structure or schema, or in some cases, such as MRP or ERP systems, a few closely 
related conceptual structures. Coordination technologies of course share this 
limitation with the coordinative artifacts that have come down to us. They all 
typically embody a single conceptual structure. However, the conventional (paper-
based) coordinative practices and artifacts we are talking about here typically 
comprise a multitude of artifacts used in conjunction. In the development of 
(computational) coordination technologies only a select few of these artifacts were 
emulated and integrated in the system, and they rarely, if ever, incorporate the entire 
received repertoire of coordinative artifacts of the given practice. In the 
development of coordination technologies, coordinative practices were subjected to 
the Procrustes Bed of managerialist software engineering.  

That is, coordination technologies are carefully devised to address limited and 
specific issues of coordination, initially often also issues of concern only to specific 
work domains. As a consequence, they are reciprocally closed. Architects or 
engineers using a CAD application, for example, are bound to find that it does not 
interface with the calendar system, the project management system, and the 
document or workflow management system they are likely to also use. Nor can the 
functionalities of coordination technologies be integrated with other work tools 
(word processors, desktop publishing applications, process control systems). These 
limitations are fundamental and cannot be overcome simply by devising a few ad 
hoc ‘application program interfaces’ (APIs). The number of possible combinations 
grows exponentially with the number of different systems to be ‘interfaced’ and 
defeats such a strategy.  



 

 4 

‘A world of pain’ 
The examples we briefly present in the following1 concern different types of 
coordinative technologies; hence, they pose different problems for complex 
distributed work. The CAD system with its layer organization, designed to align 
different plan drawings requires an enormous amount of manual work to manage 
task interdependencies. It also offers no support with respect to designing elements 
of different scales. The second case is a medical record system in a cardiology clinic 
that shows signs of falling apart, due to the fact that different medical teams act as 
custodians of an individual patient’s illness trajectory. The IMDS database in the 
car industry brings unresolved problems of mapping different part numbering 
systems in use in the big network of care manufacturers and suppliers to the fore. 
Finally, MRP systems are not adapted to local use, with the consequence that 
workers need to create their own coordinative artifacts (and copies of them).  

CAD systems in architectural practice 
CAD plans date back to late 1950s and early 1960s. The first stand-alone 
commercial CADD platform IDIIOM was developed during the mid-1960s at 
Information Displays, Inc. (IDI). It was a general-purpose design workstation, and 
the first software drafting package (Bissell, 1998). Important precursors to CAD 
technology were the Automatic Programming Tool (APT) developed by Ross at 
MIT in the 1950s to control machines numerically (Ross, 1984) The movement in 
the late 1970s from direct numerical control (DNC) to computer numerical control 
(CNC) was a breakthrough for CAD/CAM (O’Connell, 1987). Another key to 
CAD/CAM's development was computer graphics, which accommodated both 
design and manufacturing activities (Machover, 2002). Kale and Arditi (2005) 
distinguish three generations of CAD technology: computer aided drafting, 
geometric modelling, and product modelling. Most architectural offices use 
AutoCAD, a desktop software application for 2D and 3D design and drafting which 
was first launched in 1982.  

First of all, AutoCAD does not support architects and other building specialists 
in drawing concurrently on different layers of one and the same plan. It also does 
not support the development and maintenance of conventions. When 20 or more 
people work in a project, this results in considerable coordination problems. The 
management of task interdependencies in a CAD system is supported indirectly by 
its layer organization, a key feature. It is based on overlay drafting that was used by 
architects well before the adoption of CAD systems. Layering is a method of 
aligning related plan drawings. This is done by dividing a CAD drawing into 

 
1 The examples are selected from the authors’ corpus of fieldwork (e.g., Carstensen, Schmidt and Wiil, 1999; 
Odgaard et al., 1999; Carstensen et al., 2001; Carstensen and Schmidt, 2002; Schmidt and Wagner, 2004; 
Jacucci, Tellioğlu and Wagner, 2007; Bansler et al., 2011; Bansler et al., 2016). 
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multiple levels or categories, each with its own name and attributes. First, a base 
drawing is prepared, generally the floor plan. The related drawings are prepared 
directly over the base and aligned. This ensures that all structural features are 
aligned as well as all overlapping electrical, piping and other facilities (Hepler, 
Wallach and Hepler, 2012).  

Layering affords the division of labor as it helps maintain the fit between the 
contributions of the different external specialists to the detailed planning of a 
building. All information pertaining to a particular task and purpose, such as fire 
protection, escape routes, ventilation system or structural elements, can be extracted 
from the file by copying the relevant set of layers. A first limitation, however, is 
that this process involves substantial manual work: the construction engineer or the 
heating and ventilation specialists will for instance receive a copy of the relevant 
layers from the central CAD plan, work on them, and return them to the architects 
for re-integration into the system. Much of this work is done by copying and 
pasting. 

A second issue results from the limitation of scale. A large building contains 
hundreds of details, which can either be left open, to be decided upon later by the 
construction company or craftspeople, or they can be carefully designed up front. 
However, detail drawings are of a scale of 1:20, 1:10, 1:5 or even 1:1 and therefore 
cannot be fitted into the central CAD construction drawing. A common solution to 
this problem is to reference detail drawings in the CAD plan by a simple symbol 
such as ‘circle’ and the detail number, a numerical code (Figure 1). This limitation 
does not only apply to detail drawings but also to components (referenced by 
‘rectangle’ and component ID) and product specifications, all elements that cannot 
be represented directly in the CAD plan (Schmidt and Wagner, 2004). 

  

Figure 1. References to detail drawings (in circles) in a CAD plan. 

CAD technology supports the coordination of distributed work - the multiple 
interdependencies that need to be mastered, with each design change potentially 
propagating through a building – but only in indirect ways. Aligning the 
contributions of different specialists requires considerable manual work; so does 
aligning representations of elements of a building on different scale. Moreover, 
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there is no concept of workflow: what needs to be done next, by whom, where, how 
– the questions that Strauss (1985) sees as fundamental to the alignment of 
distributed activities.  

The medical record and the problem of ICD data 
The second example is based on a study of a cardiology clinic and, more 
specifically, how patients with ICD implants are monitored on a regular basis, both 
in terms of ordinary cardiology and in terms of the functioning of the device 
(Bansler et al., 2016). This is done by different clinical workers at different 
locations: on one hand by the cardiologist at the patient’s regional hospital and by 
the patient’s own doctor (GP), and on the other by the ICD cardiologists, or 
‘electrical doctors’ as they are called at the cardiology clinic and by the bio-
technicians at the hospital’s out-patient clinic who download and print data from 
the implanted device for specialist scrutiny. Newer ICD devices can be scanned 
remotely, while the patient is at home (via wireless download to a reader and 
subsequent transmission to the hospital over the Internet). The data then have to be 
recorded, filtered, interpreted, classified, put on record, handed over, etc. 

Coordination of activities related to ICD devices currently occurs through 
various artifacts and communication methods used in conjunction. The key artifact 
is the heart center's patient folder. It holds up to about 500 sheets of paper, some 
loose sheets, some stapled together. The patient folder is hefty simply because it 
delineates the trajectory of chronically ill patients as represented in notes, lab 
reports, test results, clinical imagery, and so on that have accumulated over time, 
typically several years, and it thus gains size and weight over time. 

The medical record concerning a particular patient is not confined to the content 
of the patient folder. In fact, the clinical record is distributed over an assortment of 
paper-based and electronic archives and databases. In this context, the most 
important ‘satellite record’ is what is called the ‘green folders’. It is a large set of 
suspension folders, housed in about 40 cabinet drawers in the hallway. Each folder 
contains information about a particular patient’s ICD unit, its configuration, and 
printouts from the data accumulated by the unit. It consists of documents related to 
the individual unit's status (battery level) as well as its interventions (date, time) 
since the last reading, along with graphs. The ‘green folders’ are kept by the bio-
technicians at the outpatient clinic and are only occasionally accessed by doctors. 
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Figure 2. A summary of the ‘read-out’ of an ICD (number of events, etc.) is manually transferred to 
the clinical notes in the patient folder, using a stamp with empty fields. 

Hence, there are two medical record systems that are maintained by different 
specialists. To counteract the fragmentation of the medical record and ensure a 
minimum of coordination across the two record systems, a summary of the ‘read-
out’ (number of events, etc.) is manually entered into the clinical notes in the patient 
folder (Figure 2). 

The IMDS database in the car industry 
Part numbers are key identifiers in product development and manufacturing. Part 
numbering systems allow easy recognition of a part through its significant aspects. 
An ‘intelligent’ part number embeds important information about, e.g., usage, 
function, material properties, color, finish, mounting or assembly interface of a 
specific part. Although different manufacturing domains have developed standards 
and classification systems to resort to, as well as some general rules about how to 
compose a part number, its structure very much depends on the specifics of a part 
and its production process. Part numbering is extremely important for a supply 
chain to be successful. This is why it should be usable in the whole industry. 
However, large companies tend to use their own part numbers, and mapping 
between systems is not sufficiently supported. 

A study at Carparts, a 1st (in some cases) and 2nd (in other cases) tier supplier of 
the Automotive Supply Chain, brought some of the difficulties of mapping different 
part numbering systems to the fore (Jacucci, Tellioğlu and Wagner, 2007; Schmidt, 
Tellioğlu and Wagner, 2009). The particular occasion was the introduction of the 
International Material Data System (IMDS) in the automotive industry in 
compliance with the ‘End-of-Life Vehicle directive’ issued by the EU in 2000 upon 
an initiative of German car manufacturers. This system is supposed to track 
chemical ingredients of parts and assemblies across the entire automotive Original 
Equipment Manufacturer (OEM) supply chain. It is:  
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‘[…] designed to act as an easily accessible database to help manufacturers record and track 
material usage. The system supports recyclability and recoverability of materials in a vehicle and 
addresses the disposal of substances of concern’ (HP International Material Data System - Fact 
Sheet - 4AA4-0326ENW). 

The IMDS was a joint development of Audi, BMW, Daimler, EDS, Ford, Opel, 
Porsche, VW, and Volvo. Further manufacturers have since joined, and IMDS has 
become a global standard used by almost all global OEMs. The IMDS database 
supports searching for materials and suppliers, as well as creating materials and 
components. The latter requires inputting all substances, their percentage and 
weight, and, in the case of some substances (e.g., with a polymer classification) to 
specify how they are used/the parts are made, as well as answer ‘recyclate 
questions’.  

Databases are special kinds of coordinative artifacts. In the case of the IMDS, 
which is used by all actors in the supply chain, it allows the tracing of hazardous 
substances back to the individual part and work with suppliers to reduce, control, 
or eliminate the hazard. This presupposes a standardized terminology and requires 
specialized chemical knowledge. However, there are many unresolved issues 
around the IMDS database.  

 

Figure 3. Trying to enter information about part SMART TCU-UN from a supplier and to add it to 
the IMDS database using a customer part ID. 

Placed at Carparts within a network of in-house specialists, suppliers and 
customers, workers have to face the complexities of making IMDS work in practice. 
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For example, when one part is delivered directly to the car producer and another 
one to let’s say the seat producer, each of those companies uses a different part 
number. Suppliers, in particular small ones, have problems in providing detailed 
information about their parts that are required by the IMDS system. The responsible 
person at Carparts has problems to retrieve this information in order to be able to 
add it to the IMDS database. She struggles with numerous documents while sending 
out an email, making phone calls, printing out lists, carrying them to another office 
to discuss the problem, and so forth. She consults an MS Excel sheet with part 
numbers of different heating wires, finding out that it has not been updated, goes 
through an annotated printout of a list with part numbers, and jots down alternative 
part numbers (Figure 3).  

The fact that the mapping problems between different part numbering systems 
have not been resolved, affects many workplaces at Carparts, among them testing, 
purchase, and sales.  

Making MRP systems work for the purpose of local planning 
The fourth example is based on a series of six studies in Danish manufacturing 
plants all engaged in devolution of operational control to locally autonomous 
working groups: a factory producing facilities for the distribution of electrical 
power from power plants to consumers, a medium-size enterprise producing steel 
wardrobes and steel wire products, one of the largest shipyards in Europe, a leading 
European power cable manufacturer, a leading manufacturer of propulsion plants 
for smaller and medium-sized ships, and a leading manufacturer of sound and 
vibration measurement equipment. (For summaries of findings, see Odgaard, 1994, 
1995; Carstensen, Schmidt and Wiil, 1999; Odgaard et al., 1999; Carstensen et al., 
2001; Carstensen and Schmidt, 2002). 

Cooperative work in manufacturing is basically and generally characterized by 
the challenge of coping with a very high level of coordinative complexity. For each 
product a very large number of parts and subassemblies are to be produced in 
different predetermined sequences at specialized workstations, and in 
contemporary plants multiple products are being produced in parallel, competing 
for the same resources. To deal with this, engineers have over the last century or so 
developed a sophisticated set of coordinative techniques and associated artifacts. 
Central to these is the ‘bill of materials’, a hierarchical representation of the total 
set of parts (components and subassemblies) comprising the final product. Taking 
that representation as a framework and combining it with the empirically 
determined times to produce each part (preparation, time to obtain materials, set-up 
time at the workstation, processing, cleaning, etc.) and intermediary transportation 
between workstations, the planners calculate a ‘master schedule’ indicating the time 
for each of the constituent processes to begin to enable the overall production series 
to meet a given deadline.  
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Until the emergence of host computers in the 1950, the calculations were entirely 
manfully performed to calculate a master schedule, a massive task using type- or 
handwritten lists of parts, blueprints, etc. Unsurprisingly, with computing power 
available, this massive task was one of the first to be computerized.  

Now, the concept underpinning MRP-based production planning and control 
addresses planning at the population level, so to speak, that is, at the level of the 
entire operation (by product or by the portfolio of products to be produced in 
parallel), not the level of the individual workstation (or group of workstations). And 
it is at that level that contingencies rule the day: defective tools and machinery, 
absent workers, defective parts and materials, delays in delivery, etc.  

It may, to take an example from a marine diesel-engine manufacturer, turn out 
that the test run of an engine has to be postponed because the engine block turns 
out to have fractures. A replacement will have to be ordered and produced, of 
course, but it also has to be transported across Europe on a truck (even an ‘oversize 
load’ transportation) which will take weeks. In the meantime, the upstream 
production of parts and assemblies for this particular engine proceeds as planned 
by the SAP MRP system, while other production orders competing for some of the 
same resources (workstations) dutifully wait for this already released production 
order has cleared the intersection. Or rather, somebody on the shopfloor realized 
the traffic jam and a new master schedule was generated and the waiting orders 
were released while the frame made its slow way from Romania to Denmark.  
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Figure 4. From the ’office’ of the team planner, parts production, MAN B&W Diesel. The Gantt 
chart at the bottom of the posting board is a print-out of the local production plan. 

In fact, the ship engine manufacturer had been experimenting with systematic 
devolution of operational control to locally autonomous teams on the shopfloor and, 
realizing that the MRP system was too unwieldy for local planning purposes, the 
production engineers and planners had developed a hack to extract data from SAP 
into the Microsoft Project application so that the planners of the local teams could 
rearrange jobs (order of priority, timing) within their remit as they saw fit. However, 
this hack did not help in the case of the defective block because it was based on a 
data master schedule which had not been updated to reflect the upstream 
consequences of a postponed test and the hack did not support the propagation of 
such information upstream in the chain. Only gossip and shoptalk among workers 
made it transpire.  

Implications for design: ‘Peer-to-peer plan 
management’ 
The complications with making plans work that we have just sketched have quite 
different causes: In the case of architectural practice, the need to make plans at 
different scales of representation makes it necessary to operate with different sets 
of plans: detail plans, components, and the central CAD plan with its scores of 
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layers. To keep order in the vast distributed repository, architects, among many 
other measures, insert a snippet of text (a comment) next to the relevant object in 
the layer informing a reader of the existence and ID of a detail drawing. The two 
representations are thereby cross-indexed, but the textual indicator is as dead as a 
tombstone, its meaning precariously predicated on proximity in a chart, and 
amendments to the CAD layer might easily erase the indicator or render it pointless. 
This is hardly a rigorous solution.  

The indicator pointing from the central patient folder to the corresponding file 
in the cardiology clinic’s satellite archive is caused by the arrival of cardiological 
technology that automatically generates a large amount of clinical data that, if 
automatically included in the record, would make the record useless for doctors as 
a basis for making decisions. The solution in this case is to insert a rudimentary 
textual summary of the latest readout of the ICD in a form stamped onto the clinical 
progress notes. But again, it is hardly robust. Nor can it be retained, in the observed 
form or in the existing division of labor vis-à-vis the clinical record, in the transition 
to the computer-based clinical record system.  

The complications faced by the workers at Carparts are quite different from 
these examples of indexing objects in distributed repositories. It is caused by the 
fact that standardization has its limits. There may or will at any time be areas outside 
of the domain under the superimposed schema of the standard. Partly due to the fact 
that the automotive industry, like any other, is not an island; it has supply chains 
that overlap with the supply chains of other industries such as construction and 
agricultural machinery, elevators and escalators, batteries and chips, textiles, and 
electrical conduits. And partly, received repositories of drawings, etc., may be 
brought together in a process of business mergers and acquisitions, while 
reclassification would be uneconomical; likewise novel products, materials, 
processes, etc. may not as yet have been domesticated under the classification 
schema. There will inevitably be boundaries at which complications must be 
handled. 

And finally, in the case of the diesel engine manufacturer, the complications 
described here are caused by the inherent limitations of MRP systems in that they 
are designed to serve overall planning of the operation as a whole, and cannot 
rationally be used to deal with local contingencies (defective or delayed parts, etc.) 
for the simple reason that a master schedule that is changed on a daily or hourly 
basis is not a master schedule. The limitation here is also one of scale, not spatial 
but temporal. The team planners’ work is therefore to reschedule local tasks as 
needed and, if necessary, stay in touch and negotiate with their colleagues on other 
teams in case the effects of contingent deviations from the master schedule spill 
over from one team to the next. 

What is to be done? 
What is required to support workers in their cooperative effort to ‘make 

coordination systems work’ could be termed computer support for ‘peer-to-peer 
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plan management’. By that we mean a family of technology that supports the 
residual coordinative tasks that fall outside of the remit of a coordination system, 
taking as input the plan generated by the coordination system (CAD plan, car 
model, patient records, design issue list, MRP master schedule). It uses the 
conceptual structure of the coordination system to support the horizontal 
coordination among distributed workers in managing the plan generated by it: using 
the plan as a resource for situated action, to use Suchman's terminology (1987).  

Software developers have of course recognized the challenge of making 
infrastructural coordination systems work in practice, in real cooperative work 
settings. But they have generally done so simply by offering additional 
communication channels: video and audio, e.g., Teams or Zoom (or text-based chat 
as a substitute), supplementing the coordinative functions of the coordination 
system. (In fact, the declared design aim typically is not to reduce the complexity 
of shopfloor coordination but rather to facilitate remote collaboration, thus adopting 
the approach that has dominated CSCW for decades).  

What is crucial, however, for collaborative technologies to make significant 
progress in this regard is that ‘the work to make plans work’ is done in domain 
specific terms. What is required is digital coordination support in terms of the 
categories of the domain as expressed in computational terms: objects and object 
classes (CAD plan objects, cardiological states, MRP object classes such as parts, 
processes, and resources as well as timeline points).  

For example, consider a peer-to-peer plan management system (P3MS) for 
architects working with a CAD plan of a building. For each ‘move’ considered by 
our architect (moving a wall, say), a number of contingencies may arise. The 
architect may want to explore the history of the design process with respect to this 
object or make an annotation raising objections to this particular design decision, 
embedding the note as a property of the object (as an embedded Request for 
Comments). More dramatically, the considered move may conflict with other 
design decisions, and the system may detect that by traversing the web of the CAD 
model of the construction and provide notifications to relevant parties according to 
a prespecified protocol (perhaps as ‘semi-structured messages’, perhaps by opening 
a chat thread, connected to the object).  

Or to take another example. In case of local deviations from the master schedule 
plan generated by the MRP system, workers will need support for checking if the 
considered plan amendments might be in conflict with tasks assigned to other 
actors, at other station, both down- and up-stream. If such conflicts are detected by 
the P3MS, again by traversing the model of interdependencies, the P3MS may be 
used to notify affected workers at stations down- and up-stream of the intended plan 
changes, and, if necessary, establish a communication channel for negotiations. 
And finally, for purposes of accountability, the P3MS should retain a record of local 
plan deviations, again as properties of the affected objects (jobs, stations, work-in-
progress). 
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These observations are hardly revolutionary revelations. In advanced 
manufacturing, for example, efforts to develop technologies (such as 
‘manufacturing execution systems’) to support cooperative plan management, 
taking MRP models as the infrastructure, have been ongoing for many years but 
seem to be stalling (see, e.g., McKay and Black, 2007; Saenz de Ugarte, Artiba and 
Pellerin, 2009; Järvenpää et al., 2015; Mantravadi and Møller, 2019).  

What would seem to be required is a more radical approach, the practice-
centered CSCW approach. Coordinative practices are domain specific (they are, 
after all, types of situated action) and the challenge is to develop tools that enable 
domain actors to express the residual tasks arising contingently at the boundary of 
coordination systems and manage them cooperatively. To move the development 
of peer-to-peer plan management beyond ad hoc solutions requires bottom-up 
development of programming environments that provide higher-level categories of 
object classes for coordinative work (such as, for example, ‘Who gets to do what, 
when, and how, how much’ (to invoke Strauss, 1985, p. 9), but also what has been 
done, by whom, where, etc. and schemas for naming, classifying, and placing 
things, etc.). It involves a process of systematic abstraction, ‘from the ground up’ 
(Hughes et al., 1994, p. 129). This is what makes it difficult to grasp and do. 

In sum, the visionary research program for CSCW that Irene Greif sketched 36 
years ago remains highly relevant: 

'Designers who draw pictures, software developers who jointly write code, financial analysts 
who collaborate on a budget—they all need coordination capabilities is an integral part of their 
work tools. That means coordination support within the CAD engineer's graphics package, 
within the programmer's source-code editor, within the budget writer's spreadsheet program. It 
means support for managing multiple versions of objects, be they pictures, programs, or 
spreadsheets. It means ways to distribute parts of the object for work by contributing group 
members, ways to track the status of those distributed parts, ways to pull completed objects back 
together again. ' (Greif, 1988, pp. 8 f.). 
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Abstract. This exploratory paper presents a pilot study conducted with 64 undergraduate
students at Edinburgh Napier University in November 2023. The aim of this study was to
understand how people who do not necessarily identify as religious engaged in what they
saw as spiritual and or faith-based practices and how those participants saw technology
playing a role now, and in the future of these experiences. The pilot study is part of a series
of initial investigations to understand two key areas: What do modern practices around
religion, faith and spirituality look like? How could technology support modern engagement
and new interactive experiences with contemporary faith and spiritual practices?

Introduction

As of 2021, 85% of the world’s population subscribe to an organised religion
(Rifat et al., 2022). In England and Wales, for the first time ever, less than half the
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population identified as Christian, a 13.1% drop since the 2011 census (ons.gov,
2021). By contrast “No Religion” was the second most popular response with an
increase of 12% since 2011 (ons.gov, 2021). While these respondents have stated
no religion, it could still mean that these individuals may have some spiritual
beliefs or other broader attitudes toward faith away from a traditional religious
concept. In Scotland, The Church of Scotland has been told it needs ‘radical’
reform or it will not survive in the country, with over 700 churches predicated to
close by the end of the decade (Church of Scotland, 2021). There have been
growing calls for more research in HCI around religion, faith and spirituality,
particularly participatory approaches to support imagining how these futures may
look with technology (Markum, Wolf and Luthe, 2022; Jung, Buruk and Hamari,
2022). Furthermore, digital interactions with the spiritual can support overall
mental and physical health and well-being (O’leary et al., 2022), with Rifat et al.
(2022) calling for a research network at CHI 2022 to investigate how HCI can
better support communities, and the integration of HCI practices with religion,
faith, and spirituality. One of the first to call for a need for more exploration
around this topic was Bell in 2006 where the phrase “techno-spiritual practices”
was coined. Another prominent contributor to the field is the work of Buie (2019).
Buie argues that while research is continuing, there are a lack of definitions around
what it means when researchers discuss different types of experiences that are
being studied. A framework is provided consisting of eight terms:

• Spirituality
• Religion
• (Self) transcendent experience
• Spiritual experience
• Religious experience
• Transcendence
• Transformative experience
• Transcendent user experience
As these studies progress, this framework could provide a useful guide for

categorising both the types of experiences and interactions described by
participants, and at the later stages the types of responses created. Part of the wider
goals of this research is to explore the following questions: What do modern
practices around religion, faith and spirituality look like? How could technology
support modern engagement and new interactive experiences with contemporary
faith and spiritual practices? It is then the outcome of this wider research to design
new digitally enhanced interactions with religion, faith and spirituality that take
into the account more current and non-traditional notions of spirituality and faith.

An exploratory techno-spiritual workshop

Building on the calls for more participatory approaches, this pilot study took the
form of a participatory workshop. Workshops create a space where individuals can



come together, create community and collaboration and in the process engage in
problem solving and gain new knowledge (Ørngreen and Levinsen, 2017).

Furthermore, this playful participation can critically engage with identity and
social relations (Markussen and Knutz, 2017). Ahmed and Asraf (2018) argue
workshops can be a rich data gathering tool and argue that the use of them can help
to foster trust with participants. This is done through the facilitator’s enthusiasm
and recognising and valuing participants’ contributions. This then leads to
participants sharing “rich information”. Sixty-four participants aged between 18 to
35 took part in the pilot study. All the participants were third year undergraduate
students at Edinburgh Napier University. Students were already allocated into
groups for the Trimester, so these groups were maintained for the study (groups of
four and five).

It is acknowledged that this type of setting may limit the findings of the pilot
study. Beyond age, participants were not asked about their specific religious or
faith or spiritual background and there was no other demographic data gathered
about the participants. The reason for limited demographic data being gathered
was that in another pilot study all ten participants were of diverse religious
backgrounds (Anglican, Catholic, Jewish, Muslim and Hindu) but only one
artefact which specifically supported a religious practice was created. Of interest
in the findings of the other study was the discussion in the group where more
holistic notions of faith and spirituality were shared.

There is a difference between religion and spirituality. Religion is more
organised, there are doctrines, beliefs and systems. Spirituality is how each
individual connects with their idea of God, a greater power or whatever it is that
the person believes in. It may be informed by their religion, but even when two
people are of the same religion, their practice of spirituality may be quite different.

As this is an exploratory study to identify initial understandings of people’s
concepts of religion, faith and spirituality and their thoughts on the role of
technology within them, as well as patterns and themes for potential future study,
demographic data was not collected at this stage but as the research becomes more
defined this demographic data would be collected. Another limitation to consider
is that facilitating the workshops as a group may limit the individual practices that
participants would be willing to share in the group. The group may influence the
overall responses.

The workshop was two hours long and consisted of two parts. Before
undertaking any research, ethical approval was sought through the university and
participants asked to sign a consent form. The first part of the workshop was 45
minutes long. Participants were given a series of questions and asked to respond to
them in their groups on large sheets of paper. These questions had been informed
by another workshop that had taken place in earlier in the year in partnership with
Edinburgh Interfaith Association and focused on participants who identified as
actively being part of a religious group. The questions asked to the participants
were as follows:

1. What does having faith or being spiritual mean to you?



2. When do you feel most spiritual and why?

3. What does sacred mean to you?

4. What spiritual or faith-based activities do you engage in?

5. Have you used any technology to help you in your faith, spiritual or sacred
practices?

6. Are there any places you consider sacred, why?

7. Does being outside affect your sense of spiritual and sacred, how?

Fourteen sets of responses were gathered to the questions. An example of the
responses can be seen in Figure 1.

Once the groups had completed the question responses, they were then asked to
work together to make a 3D model using craft materials such as modelling clay,
balsa wood, material, metal wire, paper and so on of an object that could support
future spiritual and faith-based practices incorporating technology. They were told
that the models were to be scanned using photogrammetry and a digital model of
their creation stored digitally. The participants were also asked to create a
storyboard explaining their project Figure 2. Vega (2021) discussed the benefits of

Figure 1. Example of group question responses.

thinking through making and highlights the importance of not just making for the
individual but in the social as site of knowledge production. This highlights that
thinking through making is a valuable method for not just the individual but for a
group’s understanding of each other’s perspectives and as a learning opportunity.



Figure 2. Example of a group storyboard.

The value is highlighted by Wallace et al. (2024) who ran a workshop at TEI
using a craft method to explore IoT and connected things. Posch and Fitzpatrick
(2021) also highlight how this kind of making is inclusive as it can be done by both
experts and novices and this in turn can help to bridge different areas of
knowledge. Further, it could be argued that using craft methods can create more
inclusive practice when investigating technology, focusing on how something
could be done rather than the technical aspects, such as programming. The models
were scanned using a mobile phone, Kiri Engine app and a Foldio Studio 3 to
ensure lighting quality. An example of the process can be seen in Figure 3. This
approach also gave the participants the opportunity to learn about photogrammetry
scanning, and if they wanted could have a try of taking their own photos too. Using
this approach meant that the models could also be displayed in different ways, i.e.
using tablets or online spaces giving the artefacts versatility and future research
potential. If models were damaged over time, a digital record of the artefact was
still held.

A total of fourteen models was made and scanned and an example of the models
can be seen below in Figure 4.

Key Workshop Findings

The approach to analysing the data produced in the participatory workshop is
thematic analysis. While data analysis has not yet been completely finished,
indicative key findings and other observations of note from the question section
and model building are presented. The large questions sheets which are shown in
Figure 1. were coded for key phrases. All of the groups’ responses to each
question were then brought together and sorted into themes.

Question Findings

1. What does having faith or being spiritual mean to you?



Figure 3. 3D scanning with Foldio Studio.

Figure 4. Example of 3D models in Kiri.

In response to question one, a key theme was the concept of considering
something bigger in yourself. Common responses in this theme included “trusting
in yourself and the future”, “belief in the greater good” and “belief in something
bigger than yourself”. Another theme identified was a way of living and seeing the
world. Responses in this theme included, “comfort”, “feeling peace”, “a way of
life” “belief in something you find important”, “people”, “taking care of yourself”
and “faith as a form of encouragement”. What is striking is how few of the
responses are aimed toward more traditional religious notions of faith and
spirituality. Religion was a theme but only received three responses: “practicing a
faith”, “being part of a community that’s religious” and “devoted to an ideology”.

2. When do you feel most spiritual and why?
The first theme that emerged was religious events such as Easter and Christmas

which were commonly mentioned. However, it is interesting that the participants
feel most spiritual around the times of mainstream British religious holidays, but
they did not connect this with question one, around having faith or being spiritual.



Self-care is another predominant theme which appeared to be important such as
relaxing, taking a bath, spending time with friends or family.

Another major theme was exercising and being outside in nature such as walking
the dog, climbing and wild swimming. Music was also a theme that emerged as
participants commented that “they liked the way it made them feel”. Self-care and
connection are the two dominant themes here showing that participants consider the
body and their sense of self as spiritual.

3. What does sacred mean to you?
The main themes that emerged in response to this question where

Relationships, Intangible, Nature and Things of High Importance. The responses
to this question fell mainly into two categories, connection and memory. Under
connection, responses included: “something passed down”, “family time”,
“relationships” and “being together”. Under memory, responses were similar, for
example, “great value”, “holding personal items”, “something we attach memories
to” and “means important to you”.

Connecting both sections are the responses that indicate that to them, sacred is
something that is important to them. Some specific things are mentioned, such as
nature, family and animals and pets. One response that can link both of these
categories is “something intangible” That is striking because it is the meaning that
we give to objects that makes them sacred/valuable. It is a representation of
memory. We like spending time with people but we also like what it gives us, i.e. a
sense of connection.

4. What spiritual, sacred or faith-based activities do you engage in?
The themes that emerged from this section were Exercise, Religious Holidays

and Events, Connection, Self Care and Festivals. There were expected responses
that fell into the religious theme such as Easter, Christmas, funerals and reading
the Bible. One interesting response of note was “wearing meaningful jewellery”.
Objects that hold memories is a sacred act, possibly even the act of memorialization
itself is sacred.

Another interesting theme that emerged was Self Care. Within the theme
included hobbies such as drawing, building Lego, reading and music. The theme
also included things such as taking time for yourself and going for coffee.
Engaging in hobbies or possibly activities that put you in a focused flow state.
Again, being in nature or walking, exercising such as swimming and engaging in
Yoga and meditation practices featured prominently in the responses, again,
showing the connection between physical activity and state of being.

5. Have you used any technology to help you in your faith, spirituality or
sacred practices?

The three main themes identified in response to this question were Music, Apps,
Entertainment Music was a popular response that included things such as Spotify
for music, and speaker to play music. This is possibly the way that music makes us
feel, or expresses things we struggle to say, it evokes emotions, and it could be the
affect that music has on the self. Apps was the biggest response. The majority of
responses included the use of apps such as Headspace, Yoga and meditation apps



to support mental health and wellbeing and engaging with social media. Apps also
included more traditional religious responses such as engaging with sermons online
via zoom and using the internet to look up information about specific religions and
apps to annotate their bible.

The theme of Entertainment included responses such as playing PS5 and
watching Netflix. This could be as a way to relax and possibly distract the mind. It
was interesting that participants consider engaging in things such as social media
or gaming as spiritual, faith or sacred practice and this could be explored further.

6. Are there any places you consider sacred, why?
Four main themes were identified in response to this question: Home, Religious

Sites, Outdoors and Gym. A small number mentioned places such as churches and
graveyards. A major theme was the stating of specific outdoor places such as the
beach, walk, woodland and nature. The theme of Gym included responses such
as workout routine and yoga. Surprisingly, the largest number of responses related
to specific places mostly within the home or specific places within the home such
as bedrooms, kitchen making food or in the shower. Some participants elaborated
that it was a “safe” and “personal space”. There are two dominant components of
what created sacred place. A feeling of safety and security, and a feeling of being
connected and in a natural space. The aim of these two activities is to evoke a
feeling of calm and groundedness, which if achieved, by its nature creates a feeling
of safety.

7. Does being outside affect your sense of spiritual and sacred? How?
There were three main themes that emerged from this question. The first theme

is Calm. Participants reported a sense of “clarity”, “calming”, “zen” and a feeling
of being “more free” and that being outside can help “you feel you might connect
better to yourself”. The second theme is Places. This included responses such as
“the woods back home” and “the sea”. This indicated that specific places can be
more spiritual that others. The third theme to emerge was mindset. This included
responses such as “communing with nature” and “forced to think about spirituality
when not on phone.” This indicates that depending on where you are can shift your
mindset into a more spiritual place. Two participants responded with concerns for
their safety stating. “No protection or safety outside” and “No privacy or peace”
One interesting response of note was “Forced to think more about spirituality when
not on the phone”.

Model Findings

Considering the work of Andersen and Wakkary (2019) and their approach to
workshop contributions. It was not possible to get participants to physically design
technology rather representations. While participants were asked to imagine future
technologies, participants were given freedom in how this was expressed and were
not guided back to the brief if they drifted. Personal interpretation can also present
interesting contributions which can be interpreted and considered and as Andersen
and Wakkary (2019) suggest helping to reframe the enquiry. They also argue that



while the artefacts created may not answer the researcher’s aim of the study, they
could offer insightful critiques to problems posed. While the analysis is still
ongoing and exploration still underway, key themes that emerged from the
questions were around nature, app usage, connection and relationship, and
religious interactions. This can be used as a guide to frame the analysis of the
models. It is understood that participants may critique the topic in the theme
instead of designing a specific technology.

A theme that seemed to run through many of the responses created was the use
of nature to represent interactions that connected people together. As can be seen in
Figure 5, this response used a tree to represent what is sacred. The tree would light
up when two people swung on the tree in the hope of creating a spiritual connection
between the two people. Considering this response in relation to a techno-spiritual
practice, the themes of nature and connection are present, suggesting that there is
scope to employ digital approaches to how participants can connect to each other
through natural spaces. Another interesting response under the theme of connection
was the creation of a set of empathic smart hats (Figure 6).

Figure 5. Sacred Tree Model.

These hats allowed people to input your thoughts into the hat and share them
with other people. This would allow you to gain an empathic perspective of others.
It would also serve as an educational tool. This is interesting as when considering
this from a techno-spiritual perspective, the ability to engage in empathic practices
seems important to the individuals in this group and they see that technology could
support that in some way.



Figure 6. Empathic hats.

In relation to apps, one group made a model of a maze with different social
media icons dotted throughout. They saw the maze as a commentary on phone and
social media use stating that people view them as sacred. It can be suggested that
for techno-spiritualism the immediate reliance of phone or app usage may not be
the right path forward to be more connected to the world around you. Following
on from this, two responses focused not so much on creating something to facilitate
interactions with spirituality using technology, but more of a comment on society
and its use of technology. One group presented technology as something that we
are over reliant on and struggle to cope without it (Figure 7a), while another group
used a Tetris representation to indicate how technology helps them fit in and feel
part of society (Figure 7b).

Figure 7. a & b Society responses .



Evaluation

The participants were asked for feedback on the workshop. This was an opportunity
to experiment with evaluation tools and Padlet was chosen. The participants were
asked

• What three phrases would you use to describe the workshop?
• What did you take away from the workshop?
• Anything that could be improved?
• Is there anything new you have learned?
• Anything that you struggled with?
While some useful feedback was provided, on the whole it was not a useful

tool for feedback gathering as students could see other responses which changed
the trajectory of the feedback. It became much more about details about the
modelling tools and responses for comic effect for their peers to see such as “dirty
hands” and “messy tables” when as what did you take away from the workshop.
The participants generally found the workshop “fun”, “collaborative”, “creative”
and “engaging”. A lot of responses stated that it made them realise all the different
understandings we have of faith and spirituality. For improving the workshop,
most of the responses wished it could have been longer as one hour was too short
to come up with an idea.

Discussion

While analysis is still ongoing, it is clear there are connections between modern
interpretations with spirituality and overall health and wellbeing such as self-care,
exercise, nature and interaction with other people. A core of new approaches to
spirituality and sacred acts can be closely aligned with self-care practices. This idea
of something being “bigger than yourself” is an interesting set of responses as it
could be suggested that many of the responses in questions and model responses
are attempts to engage and connect to that something bigger. This is done through
a variety of mediums, walking, apps, talking to others, hobbies, to try and find
that connected and grounded sense of self. Doing these things naturally ties in
with mental health and well-being. This is interesting if we consider question five
and technology use, where people consider using apps for mediation, Yoga, fitbits,
ebooks and social media as spiritual or faith-based practices. While there are still
more traditional religious practices for a number of participants, such as praying,
there is a thread of trying to connect with something more or bigger and achieving
a holistic sense of self. The findings suggest that there is scope to explore a middle
group where people want technology, the support information and the practices, but
not to be totally distracted by the phone. Could this mean there is a space to design
new non-obtrusive technologies to support connection with space but not distract
from it?
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Abstract. Internet-based paradigms and technologies supported by the Internet of 
Everything (IoE) gain notoriety by integrating people, sensors, data, and processes in the 
most diverse applications, especially in collaborative approaches. Intelligent services 
utilize technologies like Artificial Intelligence (AI) to facilitate teamwork and joint efforts in 
various environments. Despite its vast potential, a significant knowledge gap exists 
regarding collaborative approaches for intelligent services within the IoE paradigm. This 
work conducts a Rapid Review to elucidate contemporary methodologies for intelligent 
services within IoE and explores forthcoming collaboration trends. We use the 3C 
Collaboration model to categorize the selected literature based on Communication, 
Coordination, or Cooperation approaches. Findings highlight a predominant focus on 
Education, particularly emphasizing paradigms like Intelligence in Learning Things. Smart 
Cities and Industry 4.0 are also given attention, integrating elements from the Social 
Internet of Things and Sustainable Collaborative Networks. Future collaboration trends 
indicate the rise of the Social Internet of Things, which utilizes social network strengths to 
overcome IoT limitations, fostering collaboration and improving operational efficiency and 
scalability within distributed networks. This research contributes to a thorough 
comprehension of current collaborative methodologies within the IoE paradigm, along 
with insights into future collaboration trends.  
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1. Introduction 

The Internet of Everything (IoE) expands upon the concept of the Internet of 

Things (IoT) by incorporating the human component into the IoT network (Costa 

2022). IoE is the global network through which people, things, and intelligent 

devices are connected and share information and services (Raj and Prakash 2018). 

IoE is a much broader concept than IoT, expanding to people, processes, and data 

in addition to things, making network connections more relevant and valuable, 

with great potential to be exploited for value extraction (Miraz et al. 2018). IoE 

aims to enhance the quality of life by facilitating innovative interactions among 

humans, processes, data, and objects (Nezami and Zamanifar 2019). IoE provides 

more than machine-to-machine interactions, including connections from person-

to-machine and person-to-person (Bodduna 2019). The IoE paradigm can gather 

and interpret real-time data from diverse and mixed environments, ranging from 

basic sensors and actuators to intricate robotic systems and from self-operating 

service agents to human participants (Yu et al. 2018). 

Integrating Artificial Intelligence into smart devices facilitates the growing 

rollout of innovative and practical IoE-centric applications. These applications 

allow meaningful interactions between people and objects within a social 

framework and multi-user settings (Miraz et al. 2018). 

The growth of smart devices to support IoE applications provides new ways to 

benefit from human-machine collaboration. In this context, collaboration is the 

synthesis of communication, coordination, and cooperation – an idea originally 

encapsulated in the 3C Collaboration model by Ellis et al. (1991). In the 3C 

Collaboration model, Communication involves sharing messages and information 

between individuals; Coordination is related to managing people, their activities, 

and resources; and Cooperation is concerned with productive actions occurring 

within a shared space (Fuks et al. 2005).  

In IoE, a notable knowledge gap exists regarding current collaborative 

approaches for intelligent services that facilitate communication, coordination, 

and collaboration. Our research addresses this gap through two primary inquiries: 

current strategies within IoE and future collaborative trends regarding IoE. This 

work provides a Rapid Review of IoE and Collaboration and a classification using 

the 3C Collaboration model. 

We expect this work to advance our understanding of current collaborative 

approaches for intelligent services that support communication, coordination, and 

collaboration in the IoE paradigm and future trends in collaboration regarding 

IoE. In addition, it categorizes the references using the 3C Model as a framework. 

The remaining text is organized as follows: in section 2, we provide the 

theoretical background for IoT, IoE, and Intelligent Services. In section 3, we 

present the methodology used in this work. In section 4, we present and discuss 

our findings. In section 5, we provide our final remarks. 
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2. Theoretical Background 

This section presents the theoretical background to understand concepts such as 

the Internet of Everything and Intelligent Services while presenting a few related 

works.  

2.1. From the Internet of Things to the Internet of Everything 

The Internet of Things involves connecting various devices through the Internet. 

This vast network comprises devices equipped with built-in sensors linked to an 

IoT platform, facilitating the collection and exchange of information through 

machine-to-machine communication (Bodduna 2019). 

The Internet of Everything, shown in Figure 1, revolves around four core 

pillars: People, Data, Processes, and Things. Information sharing and collection 

occur through various modes, such as Machine-to-Machine (M2M), Person-to-

Person (P2P), or Person-to-Machine (P2M) communication (Wu et al. 2019). In 

that sense, Bellini et al. (2021) argue that the IoE can be seen as a logical 

evolution of the IoT paradigm, distinguished by four essential components: 

• People: Individuals serve as sensors and sources of knowledge, aiding in 

data collection, decision-making, behavior modification, and more (Bellini 

et al. 2021). 

• Things: Intelligent devices or machinery equipped with physical sensors and 

actuators responsible for generating and processing a significant volume of 

data (Bellini et al. 2021). 

• Data: The unprocessed information created, shared, analyzed, and utilized to 

make informed decisions and implement effective control strategies, 

enhancing knowledge processes (Bellini et al. 2021). 

• Processes: Strategic and value-enhancing interactions designed to deliver 

pertinent information to the appropriate recipient at the optimal time 

through the most effective channels (Shilpa et al. 2019). 

Kanade (2022) compared the Internet of Things and the Internet of Everything 

using definition, goal, communication, and hierarchy characteristics. The 

comparison is presented in Table I. The Internet of Everything extends upon the 

foundational elements of the Internet of Things, incorporating intelligent network 

systems (Raj and Prakash 2018). As an advanced version of the Internet of 

Things, the Internet of Everything is not limited to physical devices but extends to 

people, things, data, and processes. According to Kanade (2022), the Internet of 

Everything market reached $1,074.1 billion in 2022 and is forecasted to surge to 

$3,335.1 billion by 2030. 
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Figure 1. Internet of Everything elements, adapted from Miraz et al. (2015) and Kanade (2022). 

Table I. Comparison between IoT and IoE, adapted from Kanade (2022). 

Characteristics Internet of Things (IoT) Internet of Everything (IoE) 
Definition IoT is about physical 

devices that communicate 
without human intervention. 

IoE is the intelligent network 
connection between four elements: 
people, things, data, and processes. 

Goal IoT aims to develop an 
ecosystem where physical 
objects are connected. 

IoE has four primary goals: collect 
data and convert that data into 
actions, facilitate data-based 
decisions, enhance the capabilities 
of participating units, and provide 
advanced networking opportunities. 

Communication IoT supports machine-to-
machine (M2M) 
communication. 

IoE facilitates machine-to-machine 
(M2M), people-to-machine (P2M), 
and people-to-people (P2P using 
tech) communication. 

Hierarchy IoT is a subset or a part of 
IoE. 

IoE is a superset that gives IoT a 
bigger picture. 

Examples Home surveillance systems, 
autonomous irrigation 
systems, connected home 
appliances, and smart 
energy grids. 

Smart city environments, smart 
supply chains, and fitness bands 
that use heartbeats to pay health 
insurance premiums. 
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2.2. Smart and Intelligent Services 

Advancements in communication technology have driven the proliferation of IoT 

devices. These interconnected devices collect, process, and communicate data in 

real-time, enabling modern intelligent services (Zhou et al. 2023). The 

terminology Smart Services and Intelligent Services is used. However, they 

present subtle differences in meaning. 

Smart Services use technologies such as sensors, IoT devices, and automation 

to enhance the functionality or efficiency of a service. Smart services typically 

involve actuation, coordination, communication, and control, supported by virtual 

or physical resources (Fischer et al. 2020).  

Intelligent Services implies a higher degree of sophistication than Smart 

Services. Koldewey et al. (2020) describe Intelligent Services as data-based 

services connected to intelligent objects that allow continuous and interactive 

feedback. Cummaudo et al. (2019) noted that creating intelligent services diverges 

from conventional services because it incorporates components grounded in 

Artificial Intelligence. These intelligent services focus their predictions on 

training datasets, presenting outcomes as likelihoods matching labels (Cummaudo 

et al. 2019). In addition, Marquardt (2017) defined an intelligent service as part of 

an intelligent task performed by a computer system, with behavior equivalent to 

that of a human being when performing a similar task. 

2.3. Intelligent Services and the Internet of Everything 

Intelligent Services incorporate advanced technologies such as Artificial 

Intelligence, machine learning, automation, and data analytics to streamline 

processes (Cummaudo et al. 2019). Meanwhile, the Internet of Everything extends 

beyond traditional IoT devices by integrating the interconnection of people, data, 

and processes (Bellini et al. 2021). In IoE, people serve as sensors and sources of 

knowledge, with data from smart devices and individuals shared and analyzed to 

facilitate informed decision-making.  

Therefore, the relationship between Intelligent Services and the Internet of 

Everything lies in the interconnection between devices and people and the use of 

advanced technologies to improve services and processes. While Intelligent 

Services leverage data and automation to provide valuable information (Yang et 

al. 2009), the Internet of Everything integrates connections among people, data, 

and processes alongside traditional IoT devices. This interconnection allows data 

from smart devices and individuals to be shared and analyzed, contributing to 

more efficient and personalized services. Intelligent Services within the Internet 

of Everything ecosystem gather data from connected devices to improve quality of 

life through informed decision-making (Meridou et al. 2017).  
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2.4. Related work 

This section aims to provide an overview of related articles focusing on 

Collaborative approaches for Smart and Intelligent Services. According to Stamer 

et al. (2020), the relationship between Collaboration and Smart Services lies in the 

potential of smart services to facilitate collaboration. While collaboration is 

recognized as advantageous for improving production processes in Global 

Production Networks, smart services offer an innovative approach to overcoming 

collaboration barriers. Smart services bridge the physical and digital worlds and 

boost value creation efficiency, fostering collaboration in global networks by 

aligning business models with customer needs.  

Hu et al. (2010) explore collaboration within product development or 

manufacturing, involving different stakeholders, like designers, engineers, 

suppliers, and manufacturers, pooling resources and innovating. The nexus 

between collaboration and smart services is technology’s ability to augment and 

streamline stakeholder collaborative efforts. According to the authors, 

organizations can facilitate communication, improve decision-making, optimize 

workflows, and enable personalization by incorporating smart services into 

collaborative processes. 

Devadasan et al. (2013) argue that collaboration and intelligent services are 

closely related, particularly in knowledge-based service planning. Collaborative 

Intelligence plays a crucial role in enhancing collaboration among service 

providers, ensuring the delivery of intelligent services. Some key points 

illustrating the relationship between collaboration and intelligent service include 

enhanced decision-making, efficiency and effectiveness, optimal provider 

selection, and tailored collaboration efforts. 

Our review differs from the existing work as it centers on collaborative 

strategies for Intelligent Services within the Internet of Everything framework. 

Additionally, it delves into future trends, utilizing the 3C Model to classify the 

literature found. 

3. Methodology 

In this work, we used Rapid Review following the methodological guidelines for 

conducting literature reviews suggested by Hamel et al. (2021). Rapid Review is a 

systematic literature review approach that uses methods to streamline the review 

process. Rapid Reviews are lightweight secondary studies focused on delivering 

evidence to practitioners promptly and should be conducted according to a 

practical problem inserted into a practical context (Cartaxo et al. 2020). This work 

aims to evaluate scientific publications related to topics such as communication, 

coordination, and collaboration in the IoE paradigm and future trends in 

collaboration regarding IoE. 



 

 7 

 In this research, we searched the ACM Digital Library, IEEE Digital Library, 

ISI Web of Science, ScienceDirect, and Scopus. The search string used in Scopus, 

for example, is shown in Table II. We designed the search string to retrieve as 

many relevant studies as possible, narrowing current collaborative approaches for 

intelligent services that support communication, coordination, and collaboration 

in the IoE paradigm. 

Table II. Search String used in Scopus. 

TITLE((“CSCW” OR “Collaboration” OR “Collaborative” OR “Coordination”) 

AND (“Internet of Everything” OR “IoE”)) AND PUBYEAR > 2016 AND 

PUBYEAR < 2024 AND (LIMIT-TO (DOCTYPE, “ar”) OR LIMIT-TO 

(DOCTYPE, “cp”)) AND (LIMIT-TO (LANGUAGE, “English”)) 

The research aimed to answer two research questions:  

 RQ1: What are the current collaborative approaches for intelligent services 

that support communication, coordination, and collaboration in the IoE 

paradigm?  

 RQ2: What are the future trends in Collaboration regarding IoE?  

The research was limited to publications available since 2017. Initially, we 

found 157 articles. After eliminating duplicates, inaccessible, and unavailable 

articles, we selected 72 articles for further reading. After thoroughly reading the 

articles, this work critically assessed the quality of the contributions considering 

parameters such as the degree of adherence to IoE applications and the 

contribution’s relevance to human-machine collaboration in the disruptive 

context. Finally, after applying the analysis, only 22 relevant articles (see Table 

III) were able to answer satisfactorily the research questions, presenting 

collaborative approaches in the IoE paradigm and future trends in collaboration. 

The 22 selected studies were diverse and promoted different approaches to 

support Communication, Coordination, and Collaboration within the IoE 

paradigm. 

4. Results 

In this section, we present the results of this rapid review. First, we classify the 

selected articles using the 3C Collaboration Model. Next, we present collaborative 

approaches relevant areas in our findings: Education, Smart Cities and Industry 

4.0, Cloud-Edge Collaboration, Cyber Security, and Others. Finally, we present 

findings about the future trends in collaboration regarding IoE. 
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4.1.  3C Model Classification 

The 3C Collaboration Model is based on the idea that to collaborate, group 

members communicate, coordinate, and cooperate. This model originated from 

Ellis et al. (1991) and categorizes computational support for collaboration. 

 According to Gerosa et al. (2006), the definitions proposed in the 3C Model, 

Communication involves exchanging messages and negotiating commitments. 

Coordination enables managing people, activities, and resources to resolve 

conflicts and facilitate communication and cooperation (Gerosa et al. 2006). 

Finally, Cooperation involves group members working together in a shared space 

to perform tasks, creating and handling collaborative objects (Ellis et al. 1991). 

We employ the 3C Collaboration Model to categorize the chosen articles into 

Communication, Coordination, and Cooperation. In Table III, the selected studies 

have been categorized based on the context of their application, according to the 

3C Collaboration Model and the area in which their technologies belong. 

With its various contributions, the field of Education had the most selected 

articles: 9 of the 22 articles pertained to some area of Education, such as 

Experiential Learning, Collaborative Learning, Special Educational Needs, 

Foreign Language, Learning Platforms, Knowledge Collaboration, Group 

Collaboration, and Note-Making Application. 

4.2. Collaborative Approaches in Education 

O’Connor et al. (2021) focus on managing virtual teams in large classes, 

addressing challenges in organizing experimental exercises in virtual 

environments. They discuss issues like coordinating class and team 

communication, building trust, and enhancing student engagement. Coordination 

is central to their analysis, especially the difficulties of coordinating large 

numbers of students across different countries using Virtual Teams, contrasting 

with traditional face-to-face classrooms. This study gains significance as virtual 

learning becomes more prevalent, with some classes possibly never returning to 

physical settings. Understanding how to maintain student engagement in this 

context offers valuable insights for future learning experiences. 

Alkhalil et al. (2021) investigated the Jigsaw cooperative learning method to 

enhance students’ understanding of various topics through online group learning. 

The case study revealed that participants in Jigsaw groups achieved a slightly 

higher average than conventional groups. This E-learning approach promotes self-

directed learning, teamwork, and collaboration (Alkhalil et al. 2021), with 

Collaboration being particularly notable among the 3Cs, followed by 

Coordination. 
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Table III. Collaborative approaches based on the 3C Collaboration Model in the IoE paradigm. 

Article Context 

3C Model 

Area 

C
ol

la
bo

ra
tio

n 
C

oo
rd

in
at

io
n 

C
om

m
un

ic
at

io
n 

(Pliatsios et al. 2023) Smart Cities ✓   Social Internet of Things paradigm 
(Wang et al. 2023) Cloud-Edge Collaboration ✓   Cyber-Physical Machine Tool  

(Agrawal et al. 2023) Supply Chain ✓  ✓ Blockchain 
(Dang et al. 2022) Cloud-Edge Collaboration ✓   Social Internet of Things paradigm 

(Kim and Jeong 2022) Smart Manufacturing ✓   Virtual Reality /Augmented 
Reality 

(Zhao et al. 2022) Satellite Internet ✓   6G Networks 
(Zhang et al. 2022) Privacy Protection ✓   Collaborative Edge Computing  

(Dong et al. 2022) Device-to-Device 
Communications ✓ ✓ ✓ Collaborative Edge Computing, 

Social Internet of Things 
(Gao et al. 2022) Smart Manufacturing ✓   Dataspace 

(García-Pereira et al. 
2021) 

Asynchronous 
Collaboration ✓  ✓ Augmented Reality -CSCW 

(O’Connor et al. 
2021) 

Education (Experiential 
Learning)  ✓ ✓ Virtual Teams 

(Costa et al. 2021) IoE Database  ✓   Social Collaborative Internet of 
Things 

(Alkhalil et al. 2021) Education (Collaborative 
Learning) ✓ ✓ ✓ E-learning 

(Yahia et al. 2021) Smart Cities (Smart 
Governance) ✓ ✓  Sustainable Collaborative 

Networks 

(Hafidh et al. 2020) Education (Special 
Educational Needs) ✓ ✓ ✓ Smart School Care Coordination 

System 

(Sanchez et al. 2020) Industry 4.0, Smart 
Manufacturing ✓ ✓ ✓ Artificial Intelligence, Data 

Mining, Everything Mining 
(Queralta et al. 2019) Autonomous Vehicles ✓ ✓ ✓ IoE Architecture 

(Satu et al. 2018) Education (Learning 
Platform) ✓  ✓ Intelligence of Learning Things  

(Magnussen and 
Stensgaard 2019) 

Education (Knowledge 
Collaboration) ✓   Citizen Science, IoT, Big Data 

(Happa et al. 2019) Cyber Security ✓  ✓ Collaborative Mixed-Reality 

(Deng et al. 2018) Education (Group 
Collaboration) ✓   Web 2.0, Wikispaces 

(Towey et al. 2017) Education (Note-Making 
Application) ✓   Open Educational Resources 

Hafidh et al. (2020) present the School Care Coordination System, a 

knowledge-based platform built on a six-layered data management model. It 

integrates education, health, and social care services, translating special 

educational needs and disabilities guidelines into a comprehensive knowledge 

system. The School Care Coordination System aims to streamline coordination 

and monitoring, providing personalized care plans for children and young people 
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with disabilities by unifying education, health, and social care into one 

application. 

Satu et al. (2018) present the Intelligence of Learning Things educational 

platform, integrating IoT with traditional education for innovative learning 

strategies. Intelligence of Learning Things facilitates collaboration among devices 

and applications, fostering a more innovative educational environment for 

stakeholders, including teachers and students. In this study, Collaboration stands 

out as the primary aspect of the 3C Model, followed by Communication, 

encompassing both people-to-people and people–to-machine communication, 

which are characteristics of the Internet of Everything outlined in Figure 1. 

Magnussen et al. (2019) reviewed collaboration trends in citizen science, 

crowdsourcing, and community-driven research from 2013 to 2018. The study 

highlights man-machine collaboration, with Human-Machine Information 

Systems as the dominant sub-theme, enabling efficient data processing through 

human contributions and machine learning. 

Deng et al. (2018) explore the use of wikis and other Web 2.0 tools by first-

year teacher education students at a university for group work purposes. The 

findings indicate a deviation from the instructor’s original plan to use wikis as the 

central collaborative space. Instead, students employed various technologies 

during group work, including Facebook for communication, Diigo for saving, 

sharing, and annotating, and Google Drive for pooling drafts and notes. This study 

illustrates practical preferences in organizing Collaboration efforts. 

Finally, an interdisciplinary team of teachers and computer science students 

collaborates to create an Open Educational Resource that is freely available for 

educational use and supports students’ note-taking and research (Towey et al. 

2017). 

The Education topics covered in the field exhibit diversity. While all touch 

upon Collaboration, four include Communication, and only two address 

Coordination. Results show that Collaborative approaches within the IoE span 

from digitizing tasks previously confined to the physical realm. Examples include 

older paradigns such as Virtual Teams, E-learning, Web 2.0, and Wikispaces, as 

well as newer paradigms like Smart School Care Coordination Systems, Big Data, 

Intelligence of Learning Things, Citizen Science, and Open Educational 

Resources. This extensive range indicates the unexplored terrain in education 

concerning collaborative approaches for intelligent services that support 

communication, coordination, and collaboration within the IoE paradigm. 

4.3.  Collaborative Approaches in Smart Cities and Industry 4.0 

Alavi et al. (2018) described a Smart City as a contemporary urban environment 

that operates intelligently and sustainably to guarantee sustainability and 
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efficiency. This description entails the integration of diverse infrastructures and 

services, all overseen and managed by intelligent devices. 

With that in mind, Pliatsios et al. (2023), Kim and Jeong (2022), Gao et al. 

(2022), Yahia et al. (2021), Sanchez et al. (2020), and Queralta et al. (2019) 

broadly discuss Smart Cities. Specifically, Kim and Jeong (2022), Gao et al. 

(2022), and Sanchez et al. (2020) focus on Smart Manufacturing — methods that 

can use IoT technologies and web-based services to communicate and interact 

with other products in a factory environment (Kim and Jeong 2022). The first two 

studies explore the Collaboration aspect of the 3C Model, while the latter 

encompasses all 3Cs. 

Sanchez et al. (2020) explore Industry 4.0’s integration challenges, 

emphasizing the importance of innovative solutions to ensure interoperability and 

self-organization. They argue that 3C processes empower humans and robots to 

perform intelligent tasks, addressing critical issues like integration and 

interoperability within production processes. In this context, Coordination is the 

synchronization of activities, resources and actors to achieve common goals 

efficiently, and plays a crucial role in manufacturing. In the context of Industry 

4.0, coordination is essential for seamless communication and collaboration 

among various smart factory components, facilitated by advanced technologies 

like AI and data analytics to optimize production processes and enhance overall 

productivity. 

Yahia et al. (2021) focus on Smart Governance, highlighting the importance of 

cultivating collaboration within the government for effective smart city 

governance. They emphasize adaptive policy-making to foster internal and 

external collaborations. Queralta et al. (2019) explore Autonomous Vehicles, 

introducing an IoE-based architecture integrating cars and drones. Their mixed-

team approach enhances situational awareness in autonomous vehicles, 

showcasing the potential of IoE in the transportation sector.  

Within the Smart Cities framework and its subdivisions, various areas, 

including Social Internet of Things, Virtual Reality, Augmented Reality, 

Dataspace, Sustainable Collaborative Networks, Artificial Intelligence, Data 

Mining, and Everything Mining, constitute the collaborative approaches for 

Intelligent Services supporting Communication, Coordination, and Collaboration 

in the IoE paradigm. 

4.4. Collaborative Approaches in Cloud-Edge Collaboration, Cyber 
Security and Others 

Cloud-edge collaboration is analyzed by Wang et al. (2023) and Dang et al. 

(2022). Wang et al. (2023) introduce a cloud-edge collaborative architecture for 

Cyber-Physical Machine Tools addressing resource underutilization and cloud 

pressure. Dang et al. (2022) propose a road damage classification method based 
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on edge computing, enhancing response time with an edge server between the 

user and the cloud. Dong et al. (2022) present the recent advanced applications 

and developments in collaborative edge computing for the Social Internet of 

Things (SIoT). The Communication of the 3C Model is emphasized in machine-

to-machine communication, characteristic of the Internet of Everything in Figure 

1, emphasizing the importance of communication speed. 

On the other hand, Zhang et al. (2022) and Happa et al. (2019) were concerned 

about Privacy Protection and Cyber Security, respectively. Zhang et al. (2022) 

introduce data protection for Collaborative Edge Computing in social IoT systems 

to prevent privacy breaches. Likewise, Happa et al. (2019) investigate cyber-

security threats to Collaborative Mixed-Reality systems, focusing on network 

vulnerabilities. Based on the 3C Model definition of Collaboration, their work 

explores how Collaborative Mixed-Reality integrates Mixed-Reality technologies 

with collaborative interfaces, enabling real-time interaction in shared virtual 

environments. These applications facilitate teamwork and productivity by 

allowing users to collaborate on tasks, projects, or activities in a shared virtual 

space, emphasizing the importance of secure and private collaboration. 

Other topics mentioned in the literature include Supply Chain using 

Blockchain (Agrawal et al. 2023), Satellite Internet with 6G (Zhao et al. 2022), 

Asynchronous Collaboration with Augmented Reality-CSCW (García-Pereira et 

al. 2021), an IoE Database for collaboratively cataloging IoE applications (Costa 

et al. 2021), and the introduction of the Social Collaborative Internet of Things 

paradigm (Khan et al. 2017) – in which social objects interact and share 

information to achieve a common goal. 

Regarding collaborative approaches in Cloud-Edge collaboration, the literature 

explored Cloud-edge collaboration for Cyber-Physical Machine Tools, road 

damage classification, and advanced applications in collaborative edge computing 

for the Social Internet of Things. In Cyber Security, the literature mentioned data 

protection for Collaborative Edge Computing in social IoT systems and cyber-

security threats to Collaborative Mixed-Reality systems. 

4.5.  Future trends in Collaboration regarding IoE 

While the Internet of Things offers increased connectivity, its traditional networks 

often fall short in intelligence, context awareness, and interoperability, limiting 

their potential to add value for businesses and individuals (Noura et al. 2019). 

This gap is addressed by the Social Internet of Things paradigm, which merges 

the strengths of social networks with those of IoT to create a more collaborative 

and efficient system (Roopa M.S. et al. 2019).  

A key advantage of SIoT is its capacity to promote collaboration and 

cooperation among devices and applications. This capacity leads to a more 

streamlined and effective operation where multiple components can work together 
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to achieve shared objectives (Amin et al. 2022). Additionally, the exceptional 

scalability of the Social Internet of Things enables the management of substantial 

data volumes and devices, facilitating the creation of intricate distributed 

networks (Shahab et al. 2022). Therefore, SIoT is emerging as a focal point for 

future collaborative initiatives in service and data science. 

Another emerging trend is the Autonomic Cycle of Data Analytics Tasks, 

defined by Aguilar et al. (2017). It comprises a coordinated group of data analysis 

tasks to fulfill a specific goal in the process they oversee (Sanchez et al. 2020). 

These tasks are interdependent, each playing a distinct role within the cycle. 

Additionally, Sanchez et al. (2020) propose an Autonomic Cycle for Coordination 

in Industry 4.0. It outlines a series of data analysis tasks to enable self-planning, 

self-supervision, and self-configuration in manufacturing. It empowers 

stakeholders to make informed decisions for enhancing factory efficiency, 

detecting failures, and system repair. As a result, a Smart Product can actively 

guide its production by coordinating various actors involved. 

Another emerging approach leverages the existing computing resources at 

industrial sites to offload Digital Twin modeling and data processing from the 

cloud to the edge. Traditionally, devices were primarily used for production tasks 

and real-time data collection, with data processing centralized in the cloud. 

However, as the Internet of Everything expands and intelligent algorithms evolve, 

the massive volume of data and computational demands in industrial settings has 

skyrocketed (Wang et al. 2023). Relying solely on cloud computing can result in 

significant delays and data isolation, failing to meet real-time data interaction 

requirements (Liu et al. 2019). For this reason, the transition to edge computing is 

increasingly gaining attention. 

5. Conclusion 

The Internet of Everything integrates people, sensors, data, and processes in the 

most diverse applications. However, there is a significant gap regarding 

collaborative approaches for intelligent services in the context of the IoE. In this 

work, we performed a Rapid Review to improve the comprehension of 

contemporary methods for such services in the IoE paradigm and explore future 

collaboration trends. The selected articles are analyzed using the 3C Model to 

categorize their collaborative approaches into Communication, Coordination, or 

Cooperation. 

Findings reveal a predominance of literature on Education, particularly 

emphasizing paradigms such as Intelligence of Learning Things. Subsequently, 

attention is directed toward Smart Cities and Industry 4.0, featuring elements from 

the Social Internet of Things and Sustainable Collaborative Networks. The Cloud-

Edge and Security domains also showcase technologies like Cyber-Physical 

Machine Tools and Collaborative Mixed-Reality, among other subjects. The 
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results of this work also indicate that future trends in collaboration include the rise 

of the Social Internet of Things, addressing IoT limitations by merging social 

network strengths for efficient operations. SIoT fosters collaboration while 

streamlining processes and exhibits exceptional scalability for intricate distributed 

networks. Additionally, emerging trends involve Autonomous Cycles for Data 

Analytics Tasks and the shift to Edge Computing from the cloud in response to 

the expansion of the Internet of Everything. 

The main contributions of this work include a broader understanding of current 

collaborative approaches for intelligent services in the IoE paradigm while 

providing future collaboration trends. This work also contributes to the literature 

when categorizing selected articles using the 3C Collaboration model as a 

framework.  

This work also leaves some avenues for research, including a deeper 

understanding of collaboration in the Social Internet of Things and Collaborative 

Mixed Reality. Although Smart Cities and Industry 4.0 are well-researched 

subjects, we recommend further research in Sustainable Collaborative Networks. 
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1 Introduction

There is a general consensus in human-robot interaction research that robots should
comply to general social norms and rules of behaviour when moving through public
or shared spaces (Gallo et al., 2023a; Knepper and Rus, 2012). This consensus is
usually accompanied by the assumption that robots are perceived as social agents
and as having human-like qualities. In some ways this mirrors earlier questions
about the extent to which people tend to assign human characteristics and agency
to technological artefacts. The media equation (Reeves and Nass, 1996) is one of
the most famous and frequently cited theories, and CASA (Computers Are Social
Actors) paradigm (Nass and Moon, 2000) similarly argues that people intuitively
(if not mindlessly) apply social scripts for human-human interaction, and tend to
transpose human social categories onto technology, such as gender and ethnicity.

While the actual deployments of robots in shared spaces and open
environments are still quite limited, there is in fact increasing evidence that people
often behave very differently towards robots than they do towards humans. This
appears to be especially true of children (Brščić et al., 2015), but can also be
observed in office spaces, in airports and shopping centres (Joosse and Evers,
2017), and also with autonomous vehicles (Brown and Laurier, 2017). In contrast
to Human-Computer Interaction and Computer Supported Cooperative Work
research, sociological concepts are to date not commonly employed to analyse
human-robot interaction in the Human-Robot Interaction research community. But
as robots gradually move out of laboratories and experimental setups, and into the
real world, there are increasing opportunities for more situated studies that look at
how interactions with robots unfold in everyday situations and encounters.

In this paper, we bring a sociological perspective on human behaviours in
shared spaces to analyse routine encounters between bystanders and service robots
in an office building. Using video data collected in an office building where a fleet
of delivery robots is deployed, we compare the ways in which people interact with
each other and with the robots in shared spaces. Drawing from sociological
approaches (Kendon, 1990; Hall, 1966) and particularly Goffman’s (Goffman,
1963) and Garfinkel’s (Garfinkel, 1967) analysis of unfocused interactions in
public spaces, we aim to understand how people behave in shared spaces through
body language and non-verbal cues when encountering robots. We explore the
more nuanced ways in which people treat robots as something less than a fully
competent social agent.

The robots in question are developed by the research division of an East-Asian
multinational technology company and deployed experimentally in the company’s
own headquarters. They provide a food and parcel delivery service within the
building and navigate autonomously between pickup and delivery points. Beyond
a simple gaze (stylized eyes which look left and right depending on the direction
the robot is turning) on the front screen, the robots do not possess many social
features and in fact are not designed to interact with people outside of the
end-point delivery, which involves a basic interaction to authenticate the customer.



When navigating through the building, the robots do not distinguish people from
any inanimate obstacles they might encounter along their planned path.

The relative simplicity of the platform is a design choice. It does not make sense
to invest in financially and computationally expensive features that are not central to
the intended use of the robot. If that intended use involves moving through shared
spaces quickly and efficiently, it also does not make sense to provide the robot with
social features that encourage interaction outside of the intended points of contact
within the service. The design problem we present here is that the mere fact of
moving autonomously through shared space, treating bystanders as obstacles to be
avoided can in itself be subtly disruptive and does not in fact seem to provide the
robot with much in the way of social presence or agency. There is in our opinion
therefore an interesting research and design challenge in trying to provide a robot
with limited embodiment and social behaviors just the right kind and amount of
social presence required to allow it to move through shared spaces in a competent
and seamless manner.

Our contribution is twofold. Firstly, we present specific examples drawn from
our video observations, highlighting various body idioms and expressive
behaviors. These examples illustrate situations where robots fail to establish a real
mutual presence during interactions with people, leading to undesirable outcomes
such as people blocking or interfering with the robot’s tasks. Secondly, we provide
reflections on possible directions for designing interaction and robot behavior
policies to mitigate these issues. We will then discuss the challenges in designing
for smoother social interactions.

2 Related Work

2.1 Studies on the robot in public spaces

While research has tackled the technical requirements of a robot deployed in open
environments such as museums (Jensen et al., 2005), shopping malls (Glas et al.,
2012), stations (Shiomi et al., 2008), and campuses (Sanfeliu et al., 2010), the
literature on the reactions or behaviours that people exhibit towards a robot in the
wild remains limited. In the early stages of this research, learning people’s
spontaneous reactions towards the robot is central. Sabanovic et al. (2006) explore
the way people approach two different types of robot with the role of receptionist,
a moving robot and a stationary robot, and give some design recommendations of
the robot behaviours to create an effective interaction with people. Weiss et al.
(2008) conduct an experiment in public spaces by employing a “breaching
experiment” which is a method to disrupt daily routines of people and analyse their
reactions and measure the social acceptance of the robot. In their study, a robot
with an interactive interface and voice interaction is moving around outside of the
shopping centre, creating an unusual situation for passers-by. Thrun et al. (2000)
examine how a guide-robot in a museum can attract people’s attention and report
that human features such as facial expression and utterance can be an effective



communication modality, for instance when the robot is blocked by people who
are unconcerned about its presence.

More recent research focuses on passive or unfocused interaction between
passers-by and a robot. The concept of InCops (Incidentally Co-present persons) is
advocated by Rosenthal-von der Pütten et al. (2020) who emphasise the
importance of scoping the interaction with “people who do not deliberately seek
an interaction with a robot but find themselves in coincidental presence with the
robots”. Aligned with the concept of InCops, Moesgaard et al. (2022) are
interested in what social role people who encounter accidentally a robot in public
spaces attribute to the robot. Their study is based on the concept of “membership
categorization analysis” developed by Sacks (1992) and shows that the most
common membership attributed to the robot is “unknown robot”, “working robot”,
“pet”, “threat”, “entertainment”, and “dead object” which do not always represent
a “social member”, but rather a “machine” or an “object”. While the robot is
perceived as “safe”, people also characterised it as “poor at navigation” or “not
interactive”.

2.2 Studies of attitudes towards the robot as social agent

The media equation and CASA paradigms, developed thirty years ago to study
human communication with media such as computers and telephones, today are
expanded in the field of HRI and often used to guide research on how people
behave towards and treat robots. In general, two research directions exist: one
supporting the media equation and the CASA paradigm and the other showing the
limitations of these theories.

Some studies report similar phenomena to the media equation and the CASA
paradigm when people interact with virtual agents and robots. For example,
Hoffmann et al. (2009) conduct an experiment similar to that of Reeves and Nass
(1996) and report similar attitudes towards a human-like virtual agent, i.e.
participants who had a prior interaction with a virtual agent perceived it as more
competent and were more polite than the participants who did not have a prior
interaction with the virtual agent. In studies of proxemics between a human and a
robot, some rules for human-human interaction were also observed in human-robot
interaction such as the familiarity with the robot (e.g. participants having one-year
experience with robots were comfortable with being close to the robot) (Takayama
and Pantofaru, 2009). In the study of how robots should ask for help from humans,
the results of the study by Sanfeliu et al. (2010) also supports the CASA paradigm.
Furthermore, from the perspective of communication theories, this phenomenon is
supported by the fact that our communication relies heavily on our basic abilities
as prerequisites and is built through the human-human relationship, therefore it
does not seem to be feasible to develop an alternative, radically different approach
to communicating with computer agents or robots (Krämer et al., 2012).

While the findings of these studies are in concordance with the media equation
and CASA paradigms, there are also studies that reveal limitations of these



theories. By simulating the Milgram experiment on obedience which measures
how far participants obey an experimenter who asks them to continue giving an
electric shock to a person, Bartneck et al. (2005) demonstrate that people’s
attitudes towards a robot differ from towards a person. In their study, all 20
administrate the highest and lethal voltage (450 Volt) to the robot, compared to
only 40% of participants administrating the highest Volt in Milgram’s original
study. They report that people are less concerned about abusing robots than other
humans. In a human-robot proxemics study, contrary to the findings of Takayama
and Pantofaru mentioned above, Joosse et al. (2021) demonstrate that people react
more negatively when their intimate space is invaded by a human than by a robot,
implying that people would be more lenient with respect to norm violations by
robots.

Beyond the discussion for or against the CASA paradigm, Gambino et al.
(2020) point out the evolution in the development and expansion of technological
devices compared to the time when the CASA paradigm was developed thirty
years ago. According to the authors, nowadays technology has gained many more
social affordances to enable it to communicate easily with humans and to lead
more human social responses. Moreover, the use of media agents is no longer rare.
From this fact, they argue that humans apply human-agent scripts that are specific
to human-media agent interaction and people do not necessarily follow
human-human scripts when interacting with media agents. However, their study
does not provide any information on how people would behave or react if they
were to apply human-media agent scripts.

Thus, the extent to which people treat robots as social agents seems to be open
to question. Our study particularly focuses on people’s spontaneous non-verbal
attitudes when they encounter a delivery service robot in a shared and open space in
an office building, and how they express their attitudes towards the robot as a social
agent. To understand people’s behaviour in public spaces, we refer to sociological
concepts of interaction as our theoretical background.

3 Sociological Approach & Theoretical Background

In this section we describe some of the theoretical concepts we used to analyze our
video data of interactions between people and robots. We advocate for a
sociological approach because we are interested in how robots can or should
behave in shared and public spaces, and consequently we are particularly
interested in interactions with bystanders. This means that our analytic focus is
more centered on social norms and conventions that define appropriate behaviors
in public, and less on the psychology or cognitive mechanism of a dyadic
interaction (emotional engagement and theory of mind, for example), which may
be more informative when designing interaction mechanisms for focused tasks
between a person and a robot.



Figure 1. Example of the concept of “civil attention” in HRI. A person glances at the robot by
turning the face towards it when passing by. In doing so, he makes his action accountable and
signals a message “I am interested in the robot” to others in a non-verbal way. .

Goffman’s civil inattention

The American sociologist Erving Goffman introduced the concept of civil
inattention to describe a very subtle social phenomenon in public and semi-public
places. Civil inattention refers to the social behavior, especially strangers, briefly
acknowledge each other’s presence. This behavior often occurs through limited
visual contact, but then withdrawing from further visual contact so as to not
transform an unfocused interaction into a focused one. This may also involve
specific body language when people pass each other by, such as rotating one’s
torso to “make room” for another person while dropping your gaze to the floor.
Civil inattention is a form of courtesy, i.e. it is be rude to stare a stranger in public
spaces, however this is not the same for agents who do not have the status or social
presence to merit it. For example, it is not considered rude to stare at dogs, small
children and sometimes people who are engaged in activities that carry a particular
status (like servants).

Another feature of unfocused interactions as described by Goffman is the role of
body language which Goffman calls “body idiom”. Unlike talking, we can’t really
turn off our body language, even when we try to be quiet or get unnoticed. This
is one of the ways in which robots appear to be radically different from people in
public spaces, as it is in fact possible for a robot to express absolutely nothing.

Garfinkel’s notion of accountable action

The sociologist Harold Garfinkel known for his work in ethnomethodology, a field
of sociology that examines how people make sense of their everyday social
interactions, introduced the concept of “accountable action.” By “accountable
action”, individuals make their actions “accountable”, that is they make their



actions understandable to others in that social setting by demonstrating that their
behavior aligns with social norms (Garfinkel, 1967). For example, queue (or
queuing) is studied as an accountable action through people’s orientation, position,
look, formation and so on (Garfinkel and Livingston, 2003), that is when people
are queuing, they are expressing their intention to queue conforming to the
expected behavior associated with waiting in line.

Through a sociological lens, we consider human conduct in public spaces as
social acts, not merely individual behaviors. Even the most ordinary actions are
shaped by the social expectations that dictate how we should behave. The concepts
of civil inattention and accountable action enable us to analyze how people behave
in public spaces with respect to robots and their interactions, connecting these
behaviors to social norms.

Relying on these theoretical concepts, we aim to understand how body
language is used and its meanings in the context of incidental encounters between
a person and a robot in the office building. What we want to highlight about this
context is that even if the encounters are incidental and their interaction occurs in
an intentional way, the fact that they take place in a shared public space gives a
social character to the encounters and to the people’s behaviors.

4 Study

We conducted our observation using video recorded in a corridor where delivery
robots routinely circulate. The building has a total of 36 floors and is designed
as “robot-friendly” and a robot testbed. For example, its infrastructure is equipped
with a robot-only elevator called “Roboport” which allows travel from the basement
floor to the top floor. The robots themselves have fairly limited on-board processing
and a local 5G network is provided to operate the robot under cloud-based control
while minimising latency.

The recording was made at the intersection of a corridor and doorways that
give access to the elevator lobby. It is a transit space where people circulate to go
to/come from their offices or a parcel delivery room located on this floor or to take
an elevator. The Roboport is also located in this corridor. The flow of people is
dynamic and there are rarely people who are stuck in one place. The video was
recorded over a full working day from morning to evening in November 2022. Its
lasts 7 hours and 30 minutes.

4.1 The robot

We observed the robot, depicted in Fig. 2, deployed in the company’s headquarters.
The size of the robot is 1.07m in height, 50cm in width, and 55cm in depth. The
robot’s global navigation is controlled by a centralised cloud-based system, which
can operate the building’s cloud-enabled devices, e.g. the Roboport. The robot
detects obstacles with depth cameras, with a deep neural network providing for the



Figure 2. The robot which is in service at the company’s headquarters..

local navigation (including collision avoidance). The average speed of the robot is
0.7m/s

The robot provides a delivery service within the building. Employees can use
a mobile phone application to order coffee from a coffee shop on the 2nd floor or
food from a food court on the 5th floor and have them delivered by the robot to
their office or meeting room. The robot also delivers small packages to employees’
offices. There are simultaneously 70 to 80 robots in use in the building.

4.2 Ethical Considerations

Permission to record was granted by the company’s legal team on the condition
that the announcement of the recording in progress must be displayed at the site
during the recording and the individuals in the recording must be de-identified
immediately after the data acquisition. The images we use in this paper are frames
from the original video recordings with people replaced by 3D models that
replicate the original poses and the background images flattened.

5 Observation and Analysis

5.1 Civil Inattention Between Humans

Goffman’s work (Goffman, 1963) reminds us that even crossing paths with another
person in a shared or public space is a social occasion, which entails certain
practices and rules of conduct. A corridor is a particular type of “place” (Harrison
and Dourish, 1996) in an office building, different from other shared spaces like an



Figure 3. Example of “civil inattention”. Two passers-by acknowledge their presence but turn their
heads and look away to avoid any additional interaction. .

office or a cafeteria, where encounters with robots and people are likely to be
incidental and transient in nature.

As mentioned in Section 3, there is a particular way of crossing paths in a
public space that involves a form of deliberate (civil) inattention. This is especially
observable when people happen to pass particularly close to each other. In the
encounter depicted in Fig. 3, two passers-by fail to notice other’s presence at the
corner of the corridor and nearly collide with each other. We can observe a quick
change in path direction and rotation of shoulder to avoid a collision. As is often
the case with civil inattention, the person at the top of the figure turns toward the
other person instead of turning away, signaling mutual acknowledgment of their
presence in the social space. At the same time, they turn their heads and look aside
or down to avoid eye-contact. By behaving in this way, the two passers-by can
continue on their way without having to engage in any additional interaction (e.g.
verbal interaction such as saying “Excuse me.”) It can therefore be characterized
as an avoidance of engagement by mutual agreement and coordinated action. This
is why we think its absence, as we see in the following example, is socially
meaningful.

5.2 Absence of Civil Inattention Towards the Robot

While we observed civil inattention between two people encountering at the corner
in the corridor (Fig. 3), we didn’t observe any similar behaviour in the encounters
between people and a robot. Why does this not happen in the human-robot
encounters? We mentioned in Section 3 that civil inattention is essentially a form
of courtesy in public behaviour, but this does not automatically mean that its
absence is a form of impoliteness. There are examples of incidental encounters
where direct attention (or even staring) is permissible, like looking at babies or
dogs. But what distinguishes between these encounters and those involving two



adult people is the social standing of another agent in a shared social space. Babies
and dogs do not have the social presence and agency of an adult.

In the case of interactions with robots, it is possible to distinguish between
inappropriate interactions such as abusing the robot, which have been well
documented in (Nomura et al., 2015; Salvini et al., 2010), and the perception that
the robot is simply not socially present enough to merit civil inattention. For
example, we observed a scene where two men chatting together and walking
behind the robot, more focused respectively on each other and a mobile phone than
the robot. Their walking pace is faster than the robot speed and the robot becomes
an obstacle in their path. The man holding his mobile phone side-steps and slightly
changes his path direction to step away from the robot. There is no re-orientation
of the upper body towards or away from the robot, no turning of the heads or
change in gaze direction, that is there is no attention to the robot by the man. This
is one example where absence of civil inattention is obvious because the robot is
essentially perceived as a moving obstacle but not a social one.

There are other examples where the lack of civil inattention doesn’t necessarily
mean there is no engagement. What we argue next is that, even when a person
appears engaged with a robot, the focus is not primarily on the robot itself but
rather their attitude reflects a form of public behaviour, observable to other people
who might be present in the shared social space. These behaviours can contain a
range of attitudes that are not meant to be “rude” but rather “attentive”, “cautious”
or “curious”. We try to understand this phenomenon by using the concept of “civil
attention and accountable actions”.

5.3 Civil Attention

In contrast to civil inattention where people explicitly show their indifference to
each other, civil attention refers, in principle, to an attitude of explicitly showing
mutual interest. According to Horgan’s definition (Horgan, 2020), “civil attention
extends from diffuse mutually aware recognition between co-present persons (e.g.
giving an approaching stranger room to pass on a sidewalk) to more explicit
breaches of civil inattention, where mutual respect is demonstrated and
maintained”.

Goffman and also Horgan’s use of the word “civil” makes specific reference to
the normative character of behaviour in public, which is why we previously
described it as a form of courtesy or politeness. This differs slightly from, for
example, Garfinkel’s notion of accountable actions, which highlights the socially
visible and available character of all action without any kind of value judgement
(Garfinkel, 1967). In Garfinkel’s terms, individuals make their actions
“accountable”, which is to say publicly understandable to whomever may be
co-present with them in a shared space or context.

As we have seen in our previous example, mutual attention between a person
and the robot is severely limited. Considering this fact and also Garfinkel’s notion
of accountable actions, we develop the concept of “civil attention” by taking into



account the presence of other members who are present in a public space. We
employ the term “civil attention” to introduce the ways in which people pay
particular attention to others and also make their behaviour visible to people in
co-presence in Garfinkel’s sense. Civil attention means both paying attention to
someone or something and doing “attentive behaviour” to signal to others what is
happening (Ayaß, 2020). Gestures such as glancing at or turning the face towards
the robot (see Fig. 1) when passing by show a form of civil attention; a person is
emitting in a non-verbal way a message “I am interested in the robot” to others.

This may seem like a trivial distinction to make, but it is important to
remember that not all interactions with a robot in a shared space represent an
actual engagement with the robot as a social agent. But they can, through the body
language of the people involved, reveal a lot about how they perceive the robot’s
social presence and agency (or lack thereof).

5.3.1 Signalling Caution

By caution, we mean that a type of civil attention shows particularly one’s
cautiousness or prudence towards the robot. As shown in Fig. 4, a women pushing
a parcel approaches the robot (which is moving considerably slower than she is)
from behind. Upon noticing the robot, she suddenly stops and stares at it, and then
keeps her distance from the robot by walking slowly so as to not to overtake it.
Once she has confirmed that the robot turns away from her by glancing at it, she
goes back to her normal gait.

This behaviour may result from the unfamiliarity with the robot as an
“unknown object” (Moesgaard et al., 2022) in Moesgaard et al.’s term. She needs
to handle her large (and maybe heavy) parcel and her way that would be disturbed
by unpredictable robot behaviour. While we may be speculating, we can
reasonably imagine that in a similar situation with a person blocking her way
rather than a robot she might have used a verbal phrase (e.g. “Excuse me”) and
negotiated her way past. Instead, she visibly hesitates and in doing so, she is also
signalling her caution to other members in the space.

5.3.2 Signalling Curiosity

Curiosity is also a form of civil attention showing a positive attitude to or a strong
interest in the robot. For example, we observed a scene where a group of people
encountering the robot and a person in the group placing her hand in front of the
robot. In doing so she showed her intention to interact with the robot and also her
curiosity to other members of the group. In the case of Fig. 5, a man noticed the
presence of the robot, then he kept watching the whole scene where the robot was
taking the Roboport for about 30 seconds.



Figure 4. Example of “Civil Attention - Signalling Caution”. A person pushing a parcel notices the
robot, then stops and stares at it. She keeps her distance from the robot by walking slowly so as not
to overtake it. Once she has confirmed that the robot turns away from her by glancing at it, she goes
back to her normal gait..

Figure 5. Example of “Civil Attention - Signalling Curiosity”. A person notices the robot, then he
keeps watching the robot taking the Roboport for about 30 seconds..



6 Discussion and Implications for Design

The media equation and CASA paradigm have dealt with digital technologies or
embodied conversational agents rather than robots. What we do want to point out
is that a fully embodied agent, as robots aspire to be, is quite different from, for
example, a conversational agent embodied in a smart speaker or other smart device,
and that it we should not assume that attitudes towards them will be similar.

Body idiom is particularly difficult to recreate with robots that lack
anthropomorphic features, and without expressive behaviour (gestures, posture,
facial expression, etc.) it is difficult to establish social presence. Through our study
and the examples we presented in this paper we have tried to show how and when
there is some form of engagement with the robot (e.g. civil attention ). They are
often expressive behaviours for the benefit of the social context and other
bystanders rather than genuine attempts to establish an interaction with the robot.

Although we have not discussed this at length, the lack of social presence of the
robot can, on occasions, lead to undesirable outcomes both for people (increased
possibility of accidental collisions or the robot slowing the flow in a crowded space)
and for the robot, and the service it is performing (such as the robot “freezing” or
even being deliberately blocked). From these findings, we want to provide some
high level reflections and more specifically propose two potential approaches to
address the robot’s lack of social presence.

The first is to actually try to give the robot more social presence. While
seemingly obvious, our position is that even simple social interactions like passing
each other in a shared or public space involve complex and subtle social
exchanges, mainly through body language (upper body posture in particular) and
gaze. The current state of the art does not meet the requirements for perception and
situational awareness in the unfolding interaction (see for example (Gallo et al.,
2023a) for a discussion on the challenges involved in finding a socially appropriate
waiting position for a robot using a shared elevator). Even if the required level of
contextual understanding and situational awareness are attainable, there is then the
challenge of giving the robot the appropriate expressive behaviour to accompany
it. This may be easier if a robot already has anthropomorphic features which can
be exploited to make it’s body language more expressive, such as a torso and a
head. A robot with more anthropomorphic features might attract increased
attention and engagement. However when designing a service robot for public or
open environments, this may not always be desirable, as it could result in more
interference with the robot’s tasks or even lead to abusive behavior (Nomura et al.,
2015; Salvini et al., 2010; Brščić et al., 2015).

The second consists in designing the robot to signal clear information about its
function. Civil attention may be more likely to occur if people are unaware of what
the robot is doing and why it is present in a share space. For example, clear
information about the robot’s task as well as “robot’s intention”, has shown its
effectiveness in collaborative tasks (Hoffman and Breazeal, 2004), and may



facilitate smoother navigation (because the robot will not be disturbed by people)
and improve trust and acceptance in the shared space.

This second design strategy implies a far more pragmatic attitude, viewing
robots less as social agents and more as technological artifacts with a well defined
function within a workplace. This means it may be better suited to functions that
do not need (or event want to avoid) too much social engagement, especially with
bystanders.

7 Limitations

One of the limitations in this research is that we can’t at this stage account for
people’s increasing familiarity with the robot. People’s curiosity or interest might
decrease over time (Kanda et al., 2003) and civil attention would happen less
frequently. However, considering the characteristics of public space, there will
always be people, even in the case of the office building, who encounter the robot
for the first time, making the notion of familiarity difficult to tackle.

The question of the generalizability of findings from purely qualitative
approaches is also sometimes raised. The common criticism is that findings from
qualitative research tend to be excessively specific, making it difficult to generalize
from them. Qualitative research, by nature, focuses on in-depth exploration and
understanding of specific contexts and phenomena. To understand the
organizational and socio-technical properties of the setting we are looking at, we
infer motives, purposes and rules of conduct, and give meaning to the observed
activities. These elements are all normative, not causal. They do not exist
independently of context and are bound up with the cultures, traditions, and so on.
So analytically our goal is to explain how these norms are embraced, observed,
acknowledged, understood, enforced, or violated by individuals in the given
setting. This does not mean there will not be similarities across different settings,
or different instances of the same setting (Randall et al., 2007). If we aimed to
generalize our findings, we could anticipate observing similar situations across
different office buildings and spaces. However, this was not the primary goal of
this paper.

8 Conclusion

Drawing inspiration from Goffman’s concept of civil inattention, we repurposed
Horgan’s concept of "civil attention" to describe the ways people respond to the
presence of robots in shared spaces. Our observations in real-world settings
contradicted the expectations of the media equation and CASA paradigm, as
people do not always treat the robot as a social agent. We observed people’s
behaviors in a public space and showed that despite appearances of engaging with
the robot, their actions were more akin to "accountable action", signaling their
interest in or perception of the robot to other people rather than to the robot itself.



When designing for human-robot interactions, it is important to remember that
(a) interpersonal communication is not only dyadic, but may be influenced by the
social context within which encounters take place, and (b) a robot’s ability to
perform a task or service can also depend on its ability to move effectively through
shared spaces and properly manage incidental encounters with bystanders.
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Abstract. Maritime personnel need competence in enacting situational awareness 
avoiding critical failures risking safety in everyday practices. Cooperative simulator training 
utilizing virtual reality (VR) technologies provides new opportunities to train situational 
awareness and offers new ways to collect data about behaviour. We explore different 
approaches to capturing behavioural data displaying participants’ situational awareness 
practices supporting trainers in teaching and assessing maritime trainees. We argue that 
to capture situational awareness behaviour we need to design data collection methods 
documenting 1) artefactual proximity; 2) body movement in the environment; and 3) mutual 
monitoring while interacting with artefacts. Through experimentation, we demonstrate 
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ways to collect these types of situational awareness data and discuss limitations. Finally, 
we propose four design recommendations for extracting situational awareness data from 
behavioural data in cooperative virtual reality simulators.  

Introduction 
Maritime work is a hazardous practice and the lack of situational awareness when 
accomplishing the everyday practices poses a severe problem producing high-risk 
situations (Dominguez-Péry et al. 2021; Sampson et al. n.d.). Loading truck-size 
containers onto cargo ships for global long-distance freight transportation is 
dangerous and can lead to fatal and costly outcomes for people, the environment, 
and equipment. The cooperative task of container loading requires multiple people 
to coordinate the activity and act while monitoring the crane movement, and 
positioning of the container preventing cooperative breakdowns. A core asset for 
high-quality safety training is full-size mock-up training simulators, which allow 
trainees to engage in cooperative practices in open-ended scenarios (Kozlowski and 
DeShon 2004). Mock-up simulators produce real-life sociomaterial contexts with 
access to engage with artefacts (Bjørn and Østerlund 2014) and simulator training 
has many benefits. Unfortunately, mock-up simulator training is costly, and access 
is limited (Kim, Sharma, et al. 2021; Kim, Sydnes, and Batalden 2021). Thus, 
finding ways to provide more access at a lower cost to simulator training is 
important (Mallam, Nazir, and Renganayagalu 2019). Virtual Reality provides 
many new opportunities for simulator training in open-ended cooperative 
engagements (Bjørn et al. 2021; Chellali et al. 2016). To fully take advantage of 
these opportunities, research is needed to explore and experiment with the potential 
for enhancing simulator training with virtual reality technologies and identify 
design requirements.       

Working closely with Maersk Training since 2018, we have studied their 
training practices, their simulators, and the maritime domain for safety training – 
and identified that an often-neglected aspect when re-thinking simulator training 
(Mallam et al. 2019) is the trainers' perspectives. Virtual Reality brings the 
possibility of automatically collecting data about human behaviour during training 
simulation. Research has documented that to fully take advantage of simulator 
training the role of the trainer is crucial (Kozlowski and DeShon 2004), and in this 
paper we explore how automatic data collection can support this role.  

Data collection about work practices is a difficult process and is prone to failure 
and mistakes in interpretation can potentially lead to unintended consequences 
(Dombrowski, Alvarado Garcia, and Despard 2017; Holten Møller et al. 2017, 
2021; Kristiansen et al. 2018). We explore whether and how behavioural data 
collection from simulators can assist trainers in their work of teaching and assessing 
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training and performance. One core behaviour which trainers monitor in simulator 
training is how well trainees execute situational awareness. Awareness has been a 
core interest in CSCW research since the very inception of the field (Ciolfi, 
Lewkowicz, and Schmidt 2023) and is concerned with how cooperative actors 
make visible their work for others to monitor and act accordantly (Bjørn, 
Fitzgerald, and Scopula 2003; Gutwin and Greenberg 2002). Thus, exploring how 
to extract data demonstrating situational awareness behaviour during cooperative 
safety training activities in virtual reality simulators can benefit from - while 
extending – existing CSCW research. Our research question is: How can we extract 
and visualize situational awareness data capturing participants’ displayed safety 
behaviour in virtual reality cooperative training simulators?      

 We design, implement, and test a cooperative virtual reality prototype with 
automatic data tracking collecting three types of situational awareness data 
(Artefactual Proximity; Body Movement in the Environment; and Mutual 
Monitoring while Interacting with artefacts). We evaluate and confirm the 
usefulness and applicability of the extracted situational awareness data with three 
expert maritime trainers. Further, we identify shortcomings and suggest new ways 
to improve the data collection considering multi-modal interaction patterns (visual 
and audio input). We document the experimental process and results and finally 
provide design recommendations. 

The rest of the paper is structured as follows. We develop our framework for 
situational awareness data collection and introduce our research approach. We 
introduce the prototype design and implementation, as well as the capturing and 
visualization of situational awareness data. Our result section demonstrates how 
three expert trainers evaluate the usefulness and applicability of automatic data 
collection. Finally, we discuss and conclude the paper by proposing four design 
recommendations for automatic behavioural data collection in cooperative virtual 
reality simulators. 

Situational Awareness Data 
Situational awareness data depicts how cooperative actors monitor their 
environment, the artefacts, and their collaborators during interdependent activities. 
Awareness is crucial for cooperative activities as a feature of cooperative practice 
(Heath and Luff 1992; Schmidt 2002). Awareness concerns displaying individual 
activities so others can monitor and maintain awareness of the collective efforts 
(Gross 2013). Awareness as a feature of cooperative practice has been documented 
in multiple ethnographic studies in CSCW and insights have been used for the 
design of cooperative technologies (Bardram, Hansen, and Soegaard 2006; De 
Souza and Redmiles 2007; Kusunoki and Sarcevic 2015; Menendez-Blanco and 
Bjørn 2019, 2022; Mentis, Reddy, and Rosson 2013; Tenório, Pinto, and Bjørn 
2018). Moreover, different frameworks for how to approach the design of 
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awareness in cooperative technologies have been developed such as workspace 
awareness (Gutwin and Greenberg 2002) and awareness cues (Wuertz et al. 2018). 
When we were to define and develop the theoretical framework for how to collect 
situational awareness data within the virtual reality simulation, we built our 
framework on prior work, while considering the kind of situational awareness data 
which would be relevant for our domain – maritime practices. 

Awareness concerns cooperative actor monitoring of others’ activities, 
including but not limited to the movement of their body (both walking and hand 
gestures), the status of artefacts (including ‘piles-of-artefacts’, changes in artefact 
state, and mobility of artefacts etc.); and the location of artefacts (the location 
provide information about the state of the cooperative environment) which is all 
part of the sociomaterial environment where the cooperation takes place (Bjørn and 
Østerlund 2014). Monitoring sociomaterial artefacts concerns noticing current 
situations to predict the future status of the environment (Bjørn and Rødje 2008) – 
and is highly related to situational awareness. Each professional practice has its 
professional language and vocabulary, as well as its indicators for the status of the 
work. To design a cooperative scenario for maritime safety training which captures 
behavioural data on situational awareness, we need to identify what kind of 
situational awareness data would be interesting to capture and understand what 
trainers look at when assessing trainees.  

There are layers of learning goals in maritime safety training: The first learning 
goal is the foundational knowledge about how the operation is performed including 
specific professional terminology; the second learning goal is to understand the 
embedded risks of the operation including talking about rope snapping, snapback 
zones, risk of arms and legs being squeezed; the third learning goal is to understand 
about weak and early indicators for risk, learning how to notice and recognize any 
emerging hazards and detecting risk early on to prevent these; and the forth 
learning goal is risk mitigation, understanding how to spot potential risks and 
engage in active dynamic risk mitigation since preventing risk is not a static 
activity. As one of the expert trainers expressed situational awareness as: 

“That holistic view of keeping an eye on your team, understanding the risks, communicating the 
risks keeping an eye for instance communication. [Safety 2.0] came out of the realization that in 
many of the operations we do there's a high level of complexity. There are always variations, 
and the risk picture is changing dynamically on the go, and you need to be able to operate that. 
(…) there needs to be some acceptance of risk because the whole (…) way we moored the vessel 
(…) you cannot avoid people having to get into the danger zones” (Expert trainer, March 2023). 

 
Situational awareness is a dynamic activity, where participants pay attention to, 

and notice, any kind of potential risk which might arise from the environment and 
the interaction with artefacts. Dynamic situational awareness includes the complete 
group of participants involved in the task or otherwise located in the proximity of 
the environment. Together with expert trainers, we have identified three main types 
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of activities which could be indications of human behaviour displaying situational 
awareness as a dynamic feature in maritime practices.  

Artefactual Proximity (bodies and artefacts). Situational awareness displayed as 
dynamic safety behaviour is observable by the location and proximity between 
participants' bodies and artefacts. Interacting with artefacts in maritime practices is 
a crucial part of all activities. Maritime artefacts are multiple and different such as 
ropes, machines, containers, winches etc. The risk of these artefacts is dynamic 
since artefacts might not be dangerous per se, e.g., a rope, however, if the state of 
the artefact changes (a tight rope) the risk increases, and the situation becomes 
unsafe (the rope snaps). The proximity between artefacts and participants’ bodies 
matters and we need to dynamically capture how the proximity transforms over 
time. By observing and capturing data about the proximity between artefacts and 
bodies we can provide insights into the dynamic nature of safety for specific 
participants in the training environment.  

Body Movement in the Environment (snapback zones). Situational awareness 
displayed as dynamic safety behaviour is observable in participants’ movements. 
Where people are located matters. It is unavoidable to place people’s bodies in 
unsafe zones throughout an activity since participants need to step in and out of 
‘safe zones’ to perform their tasks. The dynamic nature of maritime work fluctuates 
the locations of safe or risk zones during the task performance. Participants might 
locate their body in a ‘safe zone’ at a certain time of the task, however, this zone 
can become prone to risk later. Painted areas on the ship’s deck indicate safe or risk 
zones (rope snapback zones) risk providing a false sense of safety since the 
indications display risk as a stable entity instead of as a dynamic entity. Thus, 
collecting data about situational awareness must include ways to capture the 
observable pattern of moving dynamically over time.  

Mutual Monitoring while Interacting with artefacts (visibility and heavy 
machinery). Situational awareness displayed as dynamic safety behaviour is 
observable through access to participants’ attention during specific high-risk 
interactions with artefacts. The state of artefacts transforms during activities and 
capturing the attention span of participants at specific times (time stamps) during 
activities to assess the degree of monitoring the environment is crucial. Often such 
time stamps are related to operations of heavy machinery (high voltage or winches 
operating ropes). Thus, capturing data points about attention span when operating 
heavy machinery can provide insights for assessing participants’ safety expertise.  

 
To summarize, the theoretical framework for designing and implementing the 

VR simulator prototype comprises mechanisms to collect data on Artefactual 
Proximity, Body Movement in the Environment, and Mutual Monitoring while 
Interacting with artefacts to automatically capture participants' situational 
awareness behaviour.  
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Research Approach 
Investigating how to extract and visualize situational awareness data which 
capture displayed safety behaviour in virtual reality cooperative training 
simulators we designed and implemented a cooperative virtual reality prototype 
following previous CSCW design strategies for CWE prototypes (Bjørn et al. 
2021). The development, experimentation, and evaluation were conducted through 
three iterative cycles.  

The first iterative cycle included empirical qualitative data collection at Maersk 
Training including observations of the mock-up physical simulators, document 
analysis of trainer observation templates, two individual interviews, and one group 
interview with three expert trainers about the needs for data about situational 
awareness. Based on the insights, the first author implemented a cooperative virtual 
reality prototype. Three teams (two participants each, a total of 6 people) trained in 
the simulator and the prototype automatically captured data about their behaviour.  

We collected three types of situational awareness data: Body Movement in the 
Environment, Artefactual Proximity, and Mutual Monitoring while Interacting with 
artefacts. These were chosen to closely reflect what the experts requested and thus 
presented a good starting point for exploring the potential for data capture in 
cooperative Virtual Reality environments. To prompt the three teams to produce 
different sets of data, we created three types of conditions (safe, speed, and none). 
All groups were introduced to the same rules and information before entering the 
simulation. In the safe condition, the group was told that safety was the focus. In 
the speed condition, the group was told that speed was the most important. The last 
group did not get any additional information before entering the simulation. We 
recorded the simulations using video and audio streams from (two) first-person and 
third-person perspectives. We visualized the collected situational awareness data 
and interviewed one expert trainer discussing the usefulness and relevance of the 
automatically collected data. The interview confirmed the overall design approach 
and provided additional input for the design of the prototype.  

The second iterative cycle focused on scaling the test material producing more 
situational awareness data. The first author made design and implementation 
adjustments to the prototype based on the feedback from the first cycle and 
organized and executed a study of 12 experiments (24 people). We collected the 
same kind of data during the project's second iteration: Four experiments in each 
condition (safe, speed, and none). Each group only experienced one of the 
conditions. We compiled all the data making the data ready for conducting within-
in and across-cases analysis triangulating data types (Body Movement, Artefactual 
Proximity, and Mutual Monitoring), conditions (safe, speed, none), and 
performance data (time to finish the task). 

The third iterative cycle focused on discussing the automatically collected 
dataset from the 12 experiments during expert interviews. For each interview (3), 
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the prototype design and data collection method were described, including the 
experimental study and capture of situational awareness data. We discussed the 
results exploring three different perspectives: 1) whether the different situational 
awareness data types can be triangulated and together provide qualitative insights 
about safety behaviour; 2) whether comparing within-group behaviour (safety, 
speed, or none conditions) allows for specific insights about safety behaviour, and 
finally 3) how cross-case analysis of within-group data can provide specific 
relevant insights about safety behaviour. The expert interviews were structured as 
reflective conversations (Bjørn and Boulus 2011) and were all recorded and 
transcribed for analysis. Below is an overview of our data sources.      

 
Table 1: Research activities and Data sources 

Duration/numbers when Activity and Data Source 

1 day (February 2023) Site visit observing mock-up simulators 

Expert no. 1 (February 2023) Interview with expert (online) 

Expert no. 1, 2 and 3 (3 people) 
(February 2023) 

Group Interview three expert trainers (on site) 

(March 2023) Document analysis of trainer material 

(April 2023) Design and implementation of prototype 

(September 2023) Re-design and implementation of prototype 

3 Experiments 
(6 people) (May 2023) 

Three experiments with two participants in each (6 people), one 
for each condition collecting three types of situational awareness 

data 

Expert no. 1 (June 2023) Expert Interview with data (online) 

4 Experiment 
(8 people) (October-November 2023) 

4 experiments with 2 participants (8 people in total): Safe 
condition, collecting three types of situational awareness data 

4 Experiment 
(8 people) (October-November 2023) 

4 experiments with 2 participants (8 people in total): speed 
condition, collecting three types of situational awareness data 

4 Experiment 
(8 people) (October-November 2023) 

4 experiments with 2 participants (8 people in total): none 
condition, collecting three types of situational awareness data 

November 2023 Producing visualization of situational awareness data material 

Expert no. 3 (December 2023) Expert interview on data (online) 

Expert no. 4 (January 2024) Expert interview on data (online) 

Expert no. 5 (January 2024) Expert interview on data (online) 

Total 5 individual interviews and 1 group interview with 5 different 
experts 

14 Experiments with 28 different people in the cooperative VR 
simulation 
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Cooperative Virtual Reality Prototype  
The cooperative virtual reality prototype is based on a scenario where two people 
load three containers with a crane. The scenario requires participants to perform 
and produce observable safety behaviour to be captured related to the three types 
of situational awareness data: Body Movement (snapback zones), Artefactual 
Proximity (bodies and artefacts), Mutual Monitoring (visibility and heavy 
machinery).  

 
 

Figure 1: Virtual Reality prototype environment. 

The prototype includes an environment (Figure 1) where participants can move 
freely. One participant controls the crane (1) to lift and load the containers (2), to 
their correct spot (3). The other participant is moving on the ground and has access 
to information important for the person in the crane. There is an alarm (4) which 
randomly turns off the crane, requiring the person on the ground to approach the 
alarm turning on the crane (5). The route to the alarm can be safe (7) or faster by 
walking over the rope (6). To ensure that the container is secured in the correct 
spot, the person on the ground needs to walk over to the container (3) and pull the 
lever down.   

The task is designed to create interdependence between the participants while 
allowing them open-ended interaction forcing them to move around and enter the 
high-risk areas and thus train safety as a dynamic entity (Figure 2).  
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Figure 2: first-person point-of-view from the participant on the ground and the participant in the crane. 

We collected data capturing 1) the mobility and route of the person on the 
ground producing data on Body Movement; 2) the proximity between the container 
and the person on the ground producing data on Artefactual Proximity, and finally 
3) the attention (visual perspective) of the person in the crane when operating the 
crane (lifting or relieving the container) producing situational awareness on Mutual 
Monitoring.  

Producing Situational Awareness Data 

The main purpose of the prototype was to produce situational awareness data 
depicting the safety behaviour of participants to explore if and how this data could 
assist trainers in assessing safety behaviour. Thus, producing situational awareness 
data in the prototype was a step towards assessing the relevance of the data, rather 
than to determine appropriate design for maritime simulator training. We recruited 
24 participants to conduct the loading containers scenario at the university in the 
Fall of 2023. Participants received a gift for participating. We created a rulebook, 
which presented three guidelines for the simulation: 

 
1. Any player should never be directly under or close to a moving 

container (Artefactual Proximity) 
2. When either picking up or placing down a container you should 

always be mindful (know) where the other player is located (Mutual 
Monitoring) 

3. It is very dangerous to cross a rope that is on the ground and should 
therefore be avoided (Body Movement) 

 
We had 12 experiments, four emphasized safety (Exp. No. 1, 4, 7, 10), four 

emphasized speed (Exp. No. 3, 6, 9, 12), and four in a non-condition (Exp. No. 2, 
5, 8, 11). 
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Visualizing Situational Awareness Data 

Visualizing Artefactual Proximity data assessing the rule: “Any player should 
never be directly under or close to a moving container”, we used a Pie chart diagram 
(Figure 3). 

 Figure 3: Pie chart capturing situational awareness data on Artefactural Proximity 

We chose three different types of visualizations to demonstrate the data captured 
to the experts. The three types were: Pie chart, timeline, and heatmap. These 
choices were based upon prior discussions about relevant data representation with 
the experts while designing the virtual reality environment and cooperative task. 
Figure 3 shows a “proximity calculation around the container”. The calculator 
shows that if the trainee is close (under) the container they are in the red zone, if 
they are in the orange zone they are still close, the yellow is further away and in the 
green zone you are in a safe position to the container. In Experiment No. 4 (Figure 
3), the situational awareness data on artefactual proximity show that the person on 
the ground spent 85.6% in the safe zone (green) away from the container, spent 
5.9% of the time under or very close to the container (red), spent 5.7% in the yellow 
zone a little more away from the container, and finally spent 2.8% of the time in 
the orange zone. The circle diagram thus shows in terms of numbers how well the 
participant on the ground followed guideline no. 1. 

Visualizing Mutual Monitoring data about the rule: “When either picking up or 
placing down a container you should always be mindful (know) where the other 
player is located”, we used a timestamp visualization.  

Figure 4: Timestamp capturing situational awareness on mutual monitoring while interacting with artefacts. 

Figure 4 shows how the person in the crane lifted the container at 401 seconds 
into the simulation and then placed the container down at 492 seconds into the 
simulation. Also, when lifting the container (401 sec) the person in the crane did 
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not look at the person on the ground within a timeframe of 5 sec before and after 
pushing the bottom on the crane (the little arrow is red). However, when placing 
the container down (492 sec) the person in the crane did look at the person on the 
ground (green arrow down). Figure 4 shows how the person in the crane in 
Experiment No. 4 only looked at the person on the ground once (at 492 sec), 
otherwise, they did not produce behaviour which demonstrated mutual monitoring 
while interacting with artefacts.  

Finally, visualizing Body Movement data about the rule: “It is very dangerous to 
cross a rope that is on the ground and should therefore be avoided”, we used a 
heatmap (Figure 5). We collected data about how the person on the ground moved 
between containers, the alarm, across the rope, or other places. The heatmap 
displays in different shades of ‘red’ where the person is moving around, with dark 
red for heavily travelled routes, and lighter orange for less travelled routes. Figure 
5 displays the heatmap for Experiment No. 4 and shows how the person on the 
ground has spent much time around the alarm and did not cross the rope, but walked 
the safe longer route between the alarm and the containers. 

Figure 5: Heatmap collecting data about movements. 

Results: Evaluating Situational Awareness Data 
Interrogating the data from the 12 experiments, we recruited three expert trainers. 
We discussed the situational awareness data and recorded how they interpreted the 
data, and how they evaluated the data as potentially useful in their work. We did 
not show the experts the recorded videos from the experiments as we wanted to 
explore the usefulness and value of visualizations for the experts (without access 
to videos, interviews, and observations) and how they could use these data points 
to assess and evaluate the trainees. 
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Discussing different data types from Experiment No. 4: Safe  

We showed the visualization of the three situational awareness data types: Pie chart, 
timeline, and heatmap from Experiment No. 4 (safe condition (Figures 3, 4, and 5 
above)). We asked the expert trainer to interpret the data and articulate their thought 
process (speak-aloud technique) while asking them to guess which conditions (safe, 
speed, none) the data was produced in. All trainers guessed correctly that 
Experiment No. 4 was the safe condition, and they explained their rationale by 
referring to the data. Pedro, Fernando, and Leonardo explain below: 

“I’ll say safety (…) because they’re not passing the rope at all (…).  Also, they are outside the 
green, away from the box [the container referring to the pie chart] quite clearly” (Pedro referring 
to Figure 3 and 5). 

“Well, it looks, the way he’s walking, I would estimate that one to be where they had been 
instructed to be safe (…). The labyrinth instead of crossing the rope. He spent most of his time 
awareness from the area, where they put the containers down and he has not prioritized going 
over the rope for the ease of speed or getting done faster” (Fernando, referring to Figure 5). 

“For me, it's quite obvious with the heatmap that is actually quite relevant because that's where 
you see the movement of the person where they've spent a lot of time” (Leonardo, referring to 
Figure 5). 
In all interviews, participants referred to the heatmap as the most pertinent data 

type arguing that Experiment No. 4 was in a safe condition. During all interviews, 
the interpretation process began with the heatmap, then the pie chart, and finally 
the timeline. Comparing the pie chart and the heatmap was a way to determine the 
condition of the experiment, even if they both were connected to the person on the 
ground. Fernando reflected that maybe the experiment was not that safe, due to the 
person being only in the safe zone (artefactual proximity) 86% of the time (Pie 
chart, Figure 3):  

 
“So, he has been safe, so to say 86% of the time. No, it's not 100% for sure. I mean, if we're 
talking about safety, it should be 100%. But not knowing the test subjects' prior knowledge of 
this type of thing. What really points me in that direction that he has prioritized safety to some 
degree is not going over the rope and spending most of his time away from the area of the 
containers” (Fernando, referring to Figure 3). 
 
Interestingly, when the expert trainer begins comparing the different types of 

situational awareness data, he suggests assumptions about the trainee – and starts 
discussing the level of knowledge (novices and experts engage in training 
differently). The experience of the trainees was brought up several times during 
expert interviews, and data points were referred to as potentially being able to 
capture the learning process and expertise of individual trainees by showing their 
development over time.  

The timeline dataset provides insights into the situational awareness displayed 
by the person in the crane. The expert trainers all viewed the data on the timeline 
(Figure 4) as not very safe: 
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“Well, I'm thinking he's not very safety-focused. He doesn't seem to be looking for the other 
person when he's lifting and putting down the container” (Fernando, referring to Figure 4).   

“Yes, if it's a moving container, then I would expect them to look at the area, is there any persons 
around them in the lifting route (…) because then you need to make sure that you don't lift above 
persons” (Leonardo, referring to Figure 4). 

“I'm a little bit surprised about the other one, but that's probably maybe because they're saying 
they're safe or something, and they're not observing each other” (Pedro, referring to Figure 4).  
 
All expert trainers were surprised that there was only one green arrow in the 

timeline (Figure 4). Pedro suggested the team might have communicated audibly 
about safe locations (having a conversation), rather than through visual monitoring 
(looking at each other). To determine the use of verbal confirmation, we revisited 
the audio-visual recordings of Experiment No. 4, to see if verbal confirmation could 
be detected. Throughout the whole recording, the person on the ground is always 
far away in a safe location, however, 12:45 minutes into the simulation, there is an 
incident where the person on the ground is potentially in a dangerous zone, because 
he just secured the second container, while the person in crane lifted the third 
container and began to move the container to the final spot. The person on the 
ground says: “Now wait, so I can move and not be down under the container”, and 
the person in the crane says: ”I see you, I see you” while stopping with the container 
in midair. The person in the crane waits, while the person on the ground walks away 
and signals verbally that he is safe stating: “You can go now”. The person in the 
crane moves the container to the correct spot. Going back to the recordings, it was 
clear that despite the data on the timeline did not capture visual monitoring, the 
actual mutual monitoring through verbal communication did take place.  

Discussing different data types from Experiment No. 12: Speed  

Visualizing the situational awareness data from Experiment No. 12 demonstrated a 
case of speed (Figure 6). We discussed the data captured with all the expert trainers, 
and they began their interpretation with the heatmap.  
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Figure 6: Situational awareness data from Experiment No. 12: Speed condition. 

Expert trainer Fernando explains: 
“Again, I'm drawn mostly to the heat map because that tells me that he has not prioritized [safe 
route to the alarm]. He has prioritized moving directly to and from the alarm button. (…) he has 
spent a lot of time going over the rope and even spent time right next to the landing area. (…) 
And then, yeah, he's more unsafe. Of course, if I look at the pie chart, he spent a significant 
amount of time in the yellow area compared to before (talking about Experiment No. 4 safe 
condition data). And the other person in the crane, yeah, it's the same story. He only looked at 
one placing, but none of the lifting. So, I would guess this one probably [is] “be fast”. Either 
disregard safety or not prioritize it” (Fernando, referring to Figure 6).   

Fernando noticed and explained how the heatmap visualizes the movements in the 
unsafe zones of the environment and combined with the Pie chart supports that the 
participants were not focused on safety (“he spent a significant amount of time in 
the yellow area compared to before [Experiment No. 4 safe condition]”). Further 
combined with the situational awareness data produced by the person in the crane 
the expert trainer exclaims: “And the other person in the crane, yeah, it's the same 
story. He only looked at one placing, but none of the lifting”. Similar discussions 
took place with the other expert trainers as Leonardo explains: 

“(…) when we do a crane operation, it depends on which time it is where they actually have to 
look. Because when they're connecting the magnet to the container, I don't expect them to look 
at the person. I would expect them to look at the magnet” (Leonardo, referring to Experiment 
No. 12, figure 6). 

Across all three interviews, the timeline turned out to produce some insight, 
however, it was difficult to interpret, and it emerged that collecting data only by 
looking before, under, and after lifting the container might not be the best possible 
data point to capture the monitoring and attention by the person in the crane. As 
Leonardo points out he would expect the participants to pay attention to the magnet 
attaching it to the container rather than looking at the person on the ground while 
lifting (“Because when they're connecting the magnet to the container, I don't 
expect them to look at the person. I would expect them to look at the magnet”). This 
does not mean that it is not crucial to know where the person on the ground is when 
lifting and putting down containers, however, ‘monitoring data’ might need to be 
captured differently and adjusted for the application. 

In combination, the three data types gave the expert trainers interesting insights 
about the performance in the simulator – however alone it was more difficult to 
make sense of the data. As Pedro explains:  

 
“By looking at all three of them, it gives me the headline. So, without the heatmap, I would not 
have guessed I've not been looking that much at the [Pie chart]. Without the heatmap, also 
looking at the [timeline], then there will also be why they took that much long, long time now 
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to move the crane between the two lifts and so on. But now when I can see that they have not 
gone to the containers, OK, that makes sense. So, I'm using the two to tell why. And the [Pie 
chart], it tells me something about the speed and what they are focusing on” (Pedro, referring to 
Figure 6). 

 The above quote explains how the combination of the heatmap, and the Pie chart 
provides important information about the performance. The temporal development 
captured by the timeline of the lift and place of the containers also provides 
important indications, even if the colour of the arrows might be less directional for 
interpretation. Access to the temporal ordering of the task is important since the 
time between lifts provides insights into the expertise of the trainees. Combining 
time stamps with the heatmap makes it possible for the expert trainers to understand 
why certain lifts might have taken a long time compared to others. 

Comparing Heatmap visualization of situational awareness: Safe, 
Speed, None 

We discussed the heatmap data in cross-case comparison: Experiments Nos. 1, 4, 
7, and 10 (all safety, Figure 7); Experiments Nos. 3, 6, 9, and 12 (all speed, Figure 
8); and Experiments Nos. 2, 5, 8, and 11 (all none condition, Figure 9). We 
facilitated within-case analysis for each expert in the different conditions.  

Figure 7: Heatmap Results: Experiments Nos. 1, 4, 7, and 10 (Safety) 

Cross-case analysis of the safety condition (Exp. 1, 4, and 7) demonstrates 
movement as generally taking the longer safer route to the alarm (except Exp. 10), 
and that participants stayed away from the rope. 
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Figure 8: Heatmap Results: Experiments Nos. 3, 6, 9, and 12 (Speed) 

Cross-case comparison of heatmap data from the safety condition (Figure 7) to 
the speed condition (Figure 8), the speed conditions had participants crossing the 
rope more often (particularly evident in Exp 3, 9, and 12) violating the rule: “it is 
very dangerous to cross a rope that is on the ground and should therefore be 
avoided”. As explained by Leonardo:  

“Well, I definitely see that they are using a route, which is not allowed because it takes a longer 
time to go down and below and up through the gate. But it also makes it a lot more unsafe 
because they are working in the vicinity of areas where they're actually not allowed to be” 
(Leonardo, referring to Figure 8).   
 
Interestingly the quote shows how having access to mobility data which are not 

directly related to a rule (rope) also produces relevant information about the 
performance of situational awareness for safety when assessing the results of the 
simulator training. 
 

Figure 9: Heatmap Results: Experiments Nos. 2, 5, 8, and 11 (none condition) 
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The heatmaps from the ‘none condition’ (Figure 9) captured a mixture of bodily 
movement across all four cases (Exp. 2, 5, 8, and 11), where participants crossed 
the rope and the person on the ground would even spend time in the dangerous 
locations (Exp. 2 and 5). As explained by Pedro: 

“the detour is not as red as the other one, so it might be that they have not passed that many 
times, and they're standing more by the alarm box again. (…) be observant.” (Pedro, Figure 9, 
none-condition, heatmap).   
The interpretation of movement considers how the participants placed 

themselves in a position which allowed them to observe the situations – an 
important skill to learn. This shows that capturing body mobility not only allows 
for data about problematic routes (passing the rope) but also can produce data about 
safety performance. Finally, we also saw examples where the expert would expect 
another data point (e.g., Pie chart) when viewing the heatmap, as in the example 
where Fernando says: 

“I would expect this person to not have focused on safety. They walk over the rope repeatedly. 
They spend a lot of time in the sit-down area. I would expect the pie chart to have shown they 
spend a lot of time under the container “(Fernando, referring to Figure 9).   
 
Here the expert points to how he expects the Pie chart to confirm the 

interpretation of the heatmap (“I would expect the pie chart to have shown they 
spend a lot of time under the container”). This observation demonstrates the 
usefulness of several data sources – triangulating insights – and how these 
complement each other. 

Comparing Pie chart visualization of situational awareness: Safe, 
Speed, None 

During the cross-case analysis of the Pie chart from Experiments Nos. 1, 4, 7, and 
10 (all safety, Figure 10); Experiments Nos. 3, 6, 9, and 12 (all speed, Figure 11); 
and Experiments Nos. 2, 5, 8, and 11 (all none condition, Figure 12), we discussed 
within-case data in the Pie charts in the different conditions.  
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Figure 10: Pie chart Results: Experiments Nos. 1, 4, 7, and 10 (Safety) 

The Pie charts focused on the proximity between the person on the ground, and 
then the container. Assessing how well the person on the ground followed the rule 
“Any player should never be directly under or close to a moving container”, the 
data from the experiments illustrated how staying in the safe area (green zone) was 
between 96.5% to 83.9% - while staying in the most dangerous area (red zone) was 
between 0.3%-8.21%. Discussing whether the Pie chart data provide relevant 
insights into situational awareness and capture the behaviour allowing the trainer 
to assess and reflect with the participants in the simulators, Fernando explains: 

“it's a good indication of behaviour. It's a (…) direct correlation with where they were on the 
playing field. (…) you can (…) say, so you were under the lift and there's no arguing against it. 
(…) it's very useful, I would say” (Fernando, referring to Figure 10).   
In the above quote, Fernando points out that the direct correlation and data about 

their location concerning a dangerous artefact (“the lift”) provide indication 
relevant for simulator training. As Fernando expresses it: “There’s no arguing 
against it”. Being able to point out when and where trainees are demonstrating 
problematic behaviour is an important part of safety training activities, and thus the 
situational awareness data related to the artefactual proximity is useful. 
 

Figure 11: Pie charts Results: Experiments Nos. 3, 6, 9, and 12 (Speed) 

Discussing the different types of Pie charts capturing the situational awareness 
data Leonardo explains: 

“It's (..) obvious to see that there's less green. (…) they have to hurry up, then they don't think 
about where they position themselves. (…) There's a lot in the yellow zone, but there's also a 
(…)  larger percentage in the red zone. (…) these pie charts are really good to talk about, not so 
much for the crane operator, because he cannot do so much other than obviously stop the 
operation if people are too close. But (…) for discussing with the guys working on deck. Why 
did you decide to get this close to the container in this situation here? Was there a need for that? 
Could we have avoided that in any way”? (Leonardo, referring to Figure 11). 
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Considering the range in percentage spending in the red zones, Pedro starts to 
assess and define the potential criteria for appropriate and inappropriate safety 
behaviour based on the situational awareness data. Pedro says: 

“(…) what sticks out right away is [Exp. No. 8] that they don't focus on the safety at all. That's 
the worst safety I guess we have seen, because of the smallest amount of green. And then [Exp. 
No. 2] is what I would say norm, where I would say where we are focusing on the safety, but 
not as much with speed as well” (Pedro referring to Figure 12).   
 
Across all three experts, the Pie charts provided important and relevant data to 

assess situational awareness. 
 

Figure 12: Pie charts Results: Experiments Nos. 2, 5, 8, and 11 (none condition) 

Comparing Timeline visualization of situational awareness: Safe, 
Speed, None 

We conducted within-case analysis of the Timeline data in the different conditions 
followed by cross-case analyses of the Timeline data from Experiments Nos. 1, 4, 
7, and 10 (safety, Figure 13); Experiments Nos. 3, 6, 9, and 12 (speed, Figure 14); 
and Experiments Nos. 2, 5, 8, and 11 (none condition, Figure 15).  
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Figure 13: Timeline Results: Experiments Nos. 1, 4, 7, and 10 (Safety) 

Despite the reconfiguration of the simulation after evaluation of the prototype in 
iteration no. 1, (increasing the ‘attention span capture’) the automatic data collector 
rarely identified any incidence where the monitoring and movement were done 
together. This questions whether our automatic data-capturing mechanism was 
useful. Interestingly, the expert trainers found different relevant uses of the 
Timeline. As Pedro explains below: 

“[Exp. No. 4] what I (..) notice is that it takes 401 seconds to do the first lift, and then the 
observant, when they are lowering down, it takes 91 seconds to move. For me, the second lift is 
much faster, so they are just getting a hang of how to use the crane. But then the last one, they 
are trying to put it in the correct position or something, because then it takes longer time” (Pedro, 
Figure 13)  
 
The Timeline data and time indication (as in seconds into the simulation) turned 

out to provide important information to the expert trainers about the behaviour 
within the simulation. Below, Leonardo explains: 
 

“So I (..) see a crane operator that is focused on attaching the magnet. It could be because he's 
never operated a crane before or something like that, (..) He's actually focused at looking at the 
magnet because he's not moving his head around at all. (…) he might not need to look at the 
person on deck. (…) attach[ing] the container, then you will be focused on the magnet and the 
attachment point” (Leonardo, referring to Figure 14) 

 
The Timeline data allowed the experts to assess the technical skills of the 

participants, Fernando explains: 
“Well, I'm seeing grinds. Some lifts are fluid motion. Some have done a non-fluid motion. (…) 
it looks like the lifting operations themselves have been quite fluid. (…) They seem to get better 
at operating the crane as they go along” (Fernando, referring to Figure 14) 
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Figure 14: Timeline Results: Experiments Nos. 3, 6, 9, and 12 (Speed) 

Interpretations of the Timeline data gave insights into the challenge of the task 
in relation to the skills of the participants. Fernando explains below: 

“Well, I'm seeing a behaviour that seems to be challenging for many individuals. (…) it seems 
to be difficult for them to focus on another person at the same time.  Maybe they are focusing 
too much on picking up or putting down the container in itself, that action, (…) They don't have 
the bandwidth to also monitor the safety of another person” (Fernando, referring to Figure 15). 
 
As the quote demonstrates, it might be too difficult to both monitor and operate 

equipment for a person with less experience, and such challenges are visible in the 
Timeline data.  

 

Figure 15: Timeline Results: Experiments Nos. 2, 5, 8, and 11 (none condition) 

The time stamps for operations provided different types of insights for the 
experts than expected. Connecting the bodily location with lowering the container 
(red/green arrows) could be enhanced by bringing in extra information, namely the 
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location of the person on the ground at that moment (Pie chart). As explained by 
Pedro: 

“when they are sitting [the container] down (..) you can get squeezed underneath, but when they 
are picking it up it might be, now I know this was a magnet, so lifting it up it will only be if they 
are stuck in or caught by the container when they are lifting it up. It's more dangerous when 
lowering it down or moving it that they are not underneath it” (Pedro, Figure 15)  
 

Another interesting observation was referred to as the importance of operating the 
crane in a ‘smooth’ or ‘fluid’ motion. It was mentioned by both Fernando and 
Leonardo, as the below two quotes show: 
  

“They have not completed the lift or the sit down on one fluid motion. It looks like they've been 
challenged a bit with the lift.  (…)  people did not really have the resources to do both at the 
same time” (Fernando, Figure 15).  

“Well, it shows for me, again, the saying from before that slow is smooth, smooth is fast, that 
when you actually think about what you do, then you get a consistent performance and a better 
performance. Because when you try to run for stuff, then you create something that is actually 
unsafe (Leonardo, Figure 15).  
 

Thus, capturing temporal patterns facilitated experts in assessing relevant practice. 
Also, the use of timestamps and symbols allowed the experts to gain insights into 
the fluidity of motion in the visualization and explore the smoothness of each lift. 
Yet we should consider which activities for temporal data collection, and 
potentially make connections with additional data points. Further, colour coding 
connecting data on visual monitoring, verbal monitoring, participant’s location, and 
machinery operation should be explored more to capture situational awareness data.  

Comparing Performance: Safe, Speed, None 

All groups in the experiments solved the cooperative task, however, the 
performance (time to complete) variated. Table 2 summarizes the performance data 
across all 12 experiments. The average time to complete in the safety condition was 
13:25 minutes; the average time to complete in the speed condition was 14:47 
minutes; and the average time to complete in the none-condition was 14:58 
minutes. Remarkably, the safety condition seems to be faster on average than the 
speed condition, however Exp. No. 10 was an outlier.  
 

Safety Time to 
complete 

Speed Time to 
complete 

None Time to 
complete 

Exp. No. 1 20:00 Exp. No. 3 21:34 Exp. No. 2 15:06 
Exp. No. 4 13:05 Exp. No. 6 15:30 Exp. No. 5 11:44 
Exp. No. 7 13:25 Exp. No. 9 08:45 Exp. No. 8 14:56 
Exp. No. 10 06:24 Exp. No. 12 10:50 Exp. No. 11 18:10 
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Average 13:25  14:47  14:58 
Table 2: Performance data across all 12 experiments 

The experts were surprised about the performance data, as Pedro expressed: “I'm 
surprised about the safety is faster than speed” (Pedro, Table 2). Trying to 
understand the differences between the simulator experiments, Leonardo suggested 
that even if a group was asked to be safe, they might still display problematic 
behaviour – and the fast performance might be “a lack of safety, because the time 
doesn't tell. Did they look at each other? Did they actually pass the rope? I can't 
see that from the timetable” (Leonardo, referring to Table 2).  

The performance data alone does not express much about the safety behaviour 
in the simulator. However, by combining the individual data types, the automatic 
data capturing did provide important insights into situational awareness behaviours. 
Leonardo explains: 

 
“[The data points] can [be used] in a combination. For the safety, the heatmap is really, really 
good. And also for talking about safety performance, the pie chart is also really good. The 
[performance table] shows you just because you think you're fast, you're actually not fast. (..) 
these arrows, it needs to be better defined at what they actually show, which point in time. But 
the three others are, from my point of view, they're really good data” (Leonardo).   
 
Combining different data types each providing partial insights into the simulator 

behaviour can demonstrate “the human behavior that they actually decide to 
deliberately break the rules that we actually put out in the beginning” (Leonardo). 
It became evident that using the “visual measure” to assess participants’ attention 
span risks neglecting situations of verbal confirmation. Fernando explains: “you 
could evaluate this is a verbal confirmation or agreed safe spot that the other 
person moves to before the container is lifted or put down” (Fernando). Verbal data 
triangulated with mobility should be explored further for data capturing.  

All three experts discuss how the automatic data capture could not only be used 
for assessing the performance of certain participants, but instead could be used in 
terms of first creating a baseline, and then creating a development plan for the 
individual participant. The development plan could then explicitly state that “to be 
able to achieve this certificate, then you need to go through these elements. It could 
be a new e-learning or something like that. (…) we have we have training here 
where we do assessment on human behavior, and it could definitely be used to for 
feedback and also a personal development plan” (Leonardo). All experts expressed 
how they saw excellent potential for automatic data collection in cooperative virtual 
reality simulator training. 
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Discussion & Conclusion 
We sat out to explore how to extract and visualize situational awareness data 
capturing participants' displayed safety behaviour in virtual reality cooperative 
training simulators. We wanted to know if the data extraction and visualization 
could support the trainers in teaching and assessing trainees’ safety performance 
within maritime simulator training and add to research on situational awareness in 
CSCW.  

CSCW research is fundamentally based upon the assumption that it is 
impossible to ‘simulate’ cooperative work since hierarchical, motivational, and 
political circumstances impact cooperative work (Duckert and Bjørn 2024; Grudin 
1994; Suchman 1987) and thus not easily introduced into simulation or evaluated 
outside real-life practices. Cooperative virtual reality is changing the circumstances 
and especially cooperative simulator training for professional, complex, and high 
situations is emerging as a new core domain for CSCW research (Bjørn et al. 2021). 
With our experimentation with data capturing of situational awareness behaviour 
in cooperative virtual reality simulators, our study demonstrates that automatic data 
collection is possible and useful when assessing safety training.  

We suggest and evaluate three approaches for data capturing of situational 
awareness in simulators: Artefactual Proximity; Mutual Monitoring; and Body 
Movement and find that they are all relevant and useful to capture simulator 
behaviour. We also identified ways to improve the data collection techniques. Thus, 
we propose to extend and develop the three design approaches for collecting data 
about situational awareness. Concretely, we propose 1) to expand Artefactual 
Proximity to include several artefacts and their internal relations, as well as their 
relations to the physical environment (walls etc.) as well as moveable artefacts 
(such as heavy machinery); 2) to extend the design approach for Mutual Monitoring 
to include the diverse nature of multi-modal interactions such as gestures and verbal 
communications; and 3) to nuance the collection of bodily movements to include 
detections of ‘smooth’ and ‘fluid’ interaction while leaving behind the dichotomy 
of fast/slow as a relevant measure. Finally, we also identified a fourth design 
approach to collect data about situational awareness related to the use of data not 
as a single point in time, but instead as a temporal pattern we need to identify, 
creating a context for data interpretation and decision-making directed at future 
design. Below Table 3 summarizes our design recommendations.   

 
Table 3: Design recommendation for situational awareness data in cooperative virtual reality simulators 

Situational Awareness data type Design recommendations 

Artefactual Proximity Artefactual Proximity data is relevant and important. 
However new design should explore how to further 

develop artefactual proximity, by combining different 
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proximity measure across artefacts, connect proximity 
detection of physical layout, and across artefacts  

Mutual Monitoring while 
Interacting with artefacts 

Mutual monitoring while interacting with artefacts needs 
to be expanded to consider the diverse nature of multi-

model interaction which can provide monitoring 
practices in the professional circumstances – including 

but not limited to visible monitoring, gesture 
communication, and verbal communication  

Body Movement in the 
Environment 

Collecting data about body movement within digital 
simulators are important and relevant. However new 

design should experiment with how to collect data about 
‘smooth’ or ‘fluid’ interactions, while considering 

leaving behind the dichotomy of fast/slow as a measure 
Temporal detection of skills, 
competences, and expertise 
progress 

The value of simulator training data transcends concrete 
measuring points, thus collecting training data should 

consider the temporal nature of learning overtime 
allowing people to monitor progress and demonstrate 

effectiveness. Such effort should identify and consider 
which kind of relevant time stamp could be produced.  
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Abstract. Our study delves into the pivotal role of policies in the success of digital 
transformation initiatives, focusing on a case study of digitizing patient records at a general 
hospital. We aim to bridge the research gap on how policies are interpreted and applied in 
such projects, using a qualitative approach to understand the motivations and actions of 
the involved parties. By transitioning from paper to digital formats for clinical letters and 
test results, the project sought to optimize space and improve document access. Our 
findings, drawn from field notes and observations, highlight the diverse interests in 
digitization, from space management to policy compliance. We conclude with insights on 
the importance of policies in digital transformations, offering valuable lessons for future 
projects and digital archiving efforts.  
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Introduction 

Computer-Supported Cooperative Work (CSCW) researchers have significantly 

contributed to understanding the collaborative nature of healthcare work, primarily 

through detailed workplace studies (Symon et al., 1996; Munkvold et al., 2007; 

Bardram & Bossen, 2005). However, the application of CSCW research in 

healthcare has primarily focused on the level of practices, leaving in the 

background considerations for the context of policy and regulatory compliance 

within healthcare environments. Fitzpatrick and Ellingsen (2013) emphasized this 

gap, pointing out the lack of specific examples of CSCW research addressing 

conformity with policy and regulations in healthcare settings, especially regarding 

privacy-related issues in hospitals and collaborative practices.  

Accordingly, to truly transform CSCW findings into practical solutions for 

Electronic Health Records (EHRs) design and deployment, researchers must 

consider the broader picture encompassing legal and policy-related challenges 

(Jackson et al., 2014; Centivany, 2016). We need to develop a better understanding 

of the roles policies play in ongoing digital transformation projects. Current 

retrospective accounts are missing how the actors interpret and mobilize policies to 

achieve their project and agenda. This raises interesting and important questions 

about the possible roles of policies in ongoing digital transformation projects. Do 

policies support cooperation in digital transformation projects? Do they define a 

simple set of constraints and non-functional requirements (Sommerville, 2009) 

stated once and for all for a project? Can we understand policies as boundary 

objects (Star & Griesemer, 1989), setting up a shared and partially aligned context 

for the involved actors?  

After introducing relevant related work about EHR projects in CSCW and 

previous analysis of the role of policies, we present our fieldwork and study 

approach in a digitization project at a general hospital. We present our study site in 

the Urology department, the work with patients’ records, and the organization of 

the digitization project. The findings of our thematic analysis highlight the project’s 

stakes from the different stakeholders’ perspectives. We discuss the current status 

of this ongoing project and characterize the cooperation between the actors we have 

followed, the role of policies in the progress of the project and possible learning for 

future work.  

Related Work 

Beyond the complexity of integrating digital records into healthcare practices, 

limited attention has been paid to the policies that impact practices. The policies 

related to patients’ records pose challenges and limits to practices, for instance in 

relation to the use of records as legal evidence. Research in CSCW has begun to 
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further the analysis of policies in technology development and appropriation. Our 

study aims to contribute to this emerging corpus of research about the role of 

policies in ongoing digital transformation projects.  

Electronic Health Records for Cooperative Work 

Medical documents such as clinical letters, reports, and discharge referral letters 

are vital information sources heavily relied on by care actors within the healthcare 

ecosystem (Lovis et al., 2000). They account for a significant part of the medical 

information stored within EHRs, offering a comprehensive and expressive 

depiction of the patient’s medical history and current condition (Sultanum et al., 

2018). The importance of these documents is multi-faceted. 

Firstly, medical documents are essential for care actors to gather valuable 

information about the patient’s trajectory, documenting the various steps and 

milestones in their healthcare journey (Mønsted et al., 2011). They facilitate a 

comprehensive understanding of the patient’s condition, aiding in delivering 

personalized and supporting coordination for effective care (Bardram & Bossen, 

2005; Cabitza et al., 2009). 

Secondly, these documents play a crucial role in the legal aspect of medical 

work. Unlike structured data, which can change over time as the patient’s condition 

evolves, these text-based documents serve as a constant and unchanged record of 

facts that help to accurately trace the patient’s medical history (Lovis et al., 2000). 

This role is essential for legal compliance and safeguarding the patient’s and care 

providers’ rights and interests. 

Furthermore, medical documents are integral to billing, auditing, research, and 

administrative actions within the healthcare setting (Almeida et al., 2012). They 

serve as a vital resource for the various stakeholders involved in healthcare 

delivery, including healthcare professionals, administrators, and researchers, 

enabling them to carry out their respective roles efficiently. 

Lastly, these documents foster communication and collaboration among the 

different care actors, facilitating a seamless exchange of information and insights 

that can significantly enhance patient care (Winthereik & Vikkelsø 2005; Marref et 

al., 2022). 

While the importance of these documents is well-recognized, it is crucial to note 

that the design and deployment of technologies such as EHRs often focus on one 

specific role of the medical document, sometimes at the expense of its other equally 

important functions. Research in CSCW has significantly contributed to our 

understanding of the collaborative nature of healthcare work, primarily through 

detailed workplace studies. These studies have highlighted the importance of 

coordination across diverse healthcare settings (Symon et al., 1996; Munkvold et 

al., 2007), the role of collaborative artefacts (Bardram & Bossen, 2005; Cabitza et 

al., 2009), and the unique challenges posed by large-scale Information and 
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Communication Technology (ICT) initiatives in healthcare (Ellingsen & Røed, 

2010). Such findings are invaluable for designing and deploying technologies that 

support health professionals and care providers in delivering patient care. 

Fitzpatrick and Ellingsen (2013) noted the scarcity of CSCW work at the policy 

level, essential for significantly impacting larger-scale health IT projects. 

Addressing these gaps is vital for a comprehensive understanding of the complex 

nature of healthcare systems and for creating compelling and holistic technologies 

that support health professionals in delivering patient care. 

Digital Archives in Healthcare  

Paper-based health records are related to several policy compliance issues; the same 

goes for EHRs.  In a digitization project, a key consideration often revolves around 

the legal validity of records, which is frequently associated with digital signatures. 

Each country has its particularities, like specific documents that still must be 

created on paper or the level of identity trust required for e-signatures. In the 

European Union, Iceland, Norway, and the United Kingdom, this question is one 

of the objects of the Electronic Identification, Authentication, and Trust Services 

regulation (eIDAS). The regulation defines three levels (simple, advanced, and 

qualified) corresponding to three degrees of confidence in the author’s identity. All 

levels have legal validity, but only the qualified level is considered equal to 

handwritten signatures, as detailed in the EU regulation 910/2014. In the USA, this 

question is addressed by the Electronic Signatures in Global National Commerce 

Act (eSIGN) described in the public law 106–229. They aim to ensure cross-border 

validity to facilitate commercial exchanges and specify the conditions for e-

signatures to be legally valid.  

As the study is conducted in a hospital in France, we will consider the French 

legal framework in more detail. Since 2000, French legislation (Loi n° 2000-230) 

has recognized the probative value of digital signatures and digital documents 

(Wack et al., 2002). This position was confirmed in a 2016 order affirming that 

digital records are equivalent to paper records, provided their authorship is clear 

and they are preserved to prevent integrity loss (Article 1366 du Code civil). French 

law defines “archives” as all the documents produced or received by a person while 

practicing an activity (Article L. 211-1 du Code du patrimoine), which 

encompasses the English categories “archives” and “records”. Under certain 

circumstances, the archives’ status implies a designated document management 

procedure. For example, French laws indicate mandatory preservation periods for 

health records (Article R. 1112-7 du Code de la santé publique) that impact the 

creation and update of the documents and their meta-data. In addition, control of 

the preservation must be realized for public archives, a procedure often managed 

by territorial archives. Most healthcare organizations are in this situation, either 

being public organizations themselves or associated with public services because 
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of their public health missions (Cornu, 2016). Besides an internal management 

process, they must communicate with territorial archives to transfer them a sample 

for long-term preservation and obtain authorization to eliminate records after the 

mandatory preservation periods (Leroy et al., 2017). 

CSCW and Policies 

While often set as a background element in the study of technology-mediated 

cooperative practices, the crucial role of policies in the initiation and deployment 

of technology is better acknowledged (Jackson et al., 2014; Centivany, 2016), and 

more studies have called for understanding the impact of policies on appropriation 

and design in CSCW. Fitzpatrick and Ellingsen (2013) especially call for a better 

understanding at this level in healthcare technology, where an essential part of 

technology changes and implementation are initiated on behalf of local or national 

policies aimed at improving healthcare organizations for the benefit of patients 

(Cormi et al., 2020).  

Jackson et al. (2014) propose to look at technology, practices, and policy as 

interdependent elements of a policy knot. On the ground of two cases of 

technology-mediated social practices that have been compromised by 

policymakers, namely GirlsAroundMe and Google Buzz, they eloquently highlight 

how policy can shut down a potentially harmful platform as an aftermath or counter 

the top-down development of a product unduly imposed by a significant firm. 

Centivany (2016) supplements this corpus of case studies with a study about a 

digital library agreement about document sharing. The authors emphasize how, 

over the long term, initial choices made while policy-making can have a major 

impact on the spaces opened or closed for technology and social practices later in 

related project implementation.  

These studies clearly show that policies can critically impact socio-technical 

practices and their technology support. However, the studies so far dealt more with 

retrospective accounts, and little has been said about the role policies are playing 

in ongoing digital transformation projects. The precise nature of the relationship 

between policies, practices, and technology in the “policy knot” is considered open 

(Jackson et al., 2014) and calls for generating more hypotheses. This raises 

interesting and important questions about the possible roles of policy in ongoing 

digital transformation projects. 

Fieldwork and Methods 

We conducted our fieldwork in a public hospital (Hospital A) for six months, from 

March to August 2023. The hospital representatives, namely the head of the 

medical information department (HMInfo) and the head of the archives service 

(HArch), presented the digitization project in Urology at the first meeting. They 
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presented their objective to suppress all paper-based exchanges of medical records 

between the archives and urology and replace them with digital exchanges. The 

HArch then led a tour of the archives. 

We participated in eight meetings related to the project and two observations at 

the urology secretary’s office (one three-day observation and another lasting two 

and a half hours). The aim was to understand the practices surrounding patients’ 

records and the objectives behind digitization for the various stakeholders (Table 

1). Notes were taken during the meetings and then summarized in reports. These 

field notes reports were then used to conduct a collaborative corpus analysis with 

the Cassandre software (Lejeune, 2010), designed to support a qualitative analysis 

approach inspired by grounded theory (Strauss & Corbin, 1990; Lejeune, 2019).  

Three of the eight meetings were steering committees, occurring every two 

months throughout the study period. They were held in the office of the HMInfo 

and attended by the same people as the first presentation meeting.  

A meeting with the chief secretary has been arranged by the HArch in her 

office. Discussions focused on the necessary information for finding documents 

and the practices of secretaries. 

The first observation in the Urology secretariat was conducted briefly 

afterward. We followed the tasks the four medical secretaries (MSec) carried out 

for three days. The aim was to gain an understanding of their work practices and 

organization.  

The HArch’s contacts enable an exchange with another public hospital 

(Hospital B). This hospital initiated the digitization of all patients’ records a few 

years ago and reached the end of the project phase. The videoconference occurred 

in the medical information office and included significant members from Hospital 

B’s digitization project team: three archives personnel and a computer engineer. In 

Troyes, in addition to the HMInfo and HArch, the Director of the Hospital  IT 

department (ITD) was also present. The digitization project team of Hospital B 

provided a brief history of their project, guidance on necessary regulations, and 

feedback regarding their software service provider. 

A meeting with the departmental archives (DepArch) was arranged due to the 

hospital’s affiliation with public services. The DepArch oversee the scientific 

evaluation of Hospital A archives. An appointment with a specialist in digital 

archives has been organized in the HArch office.  

A proposal for an electronic document and records management system 

(EDRMS) was presented to the HArch. The software provider initiated the meeting 

and held a video conference. The DepArch had previously confirmed the need for 

such specialized software to manage digital records properly.  

Following our request for an interview with the head doctor of the urology 

service (HDUro), a global meeting was organized in May 2023 in the staff room 

on the Urology floor. It brought together representatives of some of the leading 

project’s stakeholders: the HDUro, two MSec, the chief secretary, two nurses, the 
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HMInfo, and the HArch. During this meeting, the HDUro proposed a new process 

to reduce the transfer of paper patients’ records between archives and his service.  

One month after the proposal by the HDUro, a second observation was 

conducted with the MSec. The goal was to observe the new organization, the 

eventual changes and problems that occurred, and the secretaries’ first feedback on 

the restructuring.  

These meetings have allowed us to understand the practices and concerns of the 

main stakeholders. The table below summarizes their roles and the scope of their 

concern for digitization.  

Table I. Overview of the digitization study involved stakeholders 

Stakeholder 
Number of 

Informants 
Role  

Scope of 

digitization 

Head of the Medical 

Information 

Department (HMInfo) 

1 
Medical information management; 

Communication with direction 

All new 

medical 

records 

Head of the Archives 

Service (HArch) 
1 

In charge of the project’s 

documentation redaction; Resource 

person for archives regulations 

Overall 

Head doctor of the 

urology service 

(HDUro) 

1 
End-users of information in 

medical records 

External 

documents 

only (exams 

and letters) 

Medical secretaries 

(MSec) 
4 

Preparation of the records before 

consultations and operations; 

Exchanges of records with the 

archives and the medical staff; 

Checking and sorting medical 

records 

External 

documents 

only (exams 

and letters) 

Nurses 3 

Final users of information in 

medical records; Transfer of 

medical records to doctors during 

consultations 

Overall 

 

Information 

Technology Director 

(ITD) 

1 

Medical information and systems 

security; Software selection, 

implementation, and maintenance 

Overall 

Departmental archives 

(DepArch) 
1 

Evaluation of the hospital’s 

archives; Guidance and expertise 

in document preservation 

Overall 

The Digitization Project Context 

In what follows, we present an overall view of the work of the Urology department 

secretariat. Then, we introduce the key stakes and steps of the archives’ digitization 

project as understood by HArch, who has the project leadership. Both provide 

essential background information for understanding our analysis. 
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Document Work at the Urology Department Secretariat 

In urology, the four medical secretaries are divided into three positions that are 

exchanged weekly. One is responsible for preparing hospitalizations, one for 

preparing consultations, and two are typing assistants. 

The preparation role in the Urology Department’s secretariat is vital for 

coordinating patients’ admissions for surgeries, treatments, and consultations. The 

MSec organizes documentation and logistics for a smooth process, including 

collecting and verifying patients’ records, finalizing treatment plans with medical 

staff, and meeting pre-hospitalization requirements. Their tasks also encompass 

scheduling surgeries, stays, and patients’ transport while considering resource 

availability, which requires meticulous attention to detail and strong organizational 

skills.  

At Hospital A, patients’ records are shared by all departments and contain 

medical information collected since the patients’ first hospitalization. In addition, 

the services manage the records for patients who have only come for regular 

consultations with their doctors. As soon as a patient is admitted to hospitalization 

for the first time, their complete records, including consultations, fall under the 

hospital’s responsibility and are then preserved by the archives service. 

Managing paper patients’ records for hospitalization and consultation in the 

Urology department is systematic and crucial. MSec starts by identifying upcoming 

admissions and consultations and requesting necessary records from the archives. 

Then, the archives department delivers these files, which MSec inspects, ensuring 

all relevant data is ready for use. To this end, they add documents recently received 

and sort them by date. Then, patients’ files are sorted by physician, day, and 

consultation time before being transmitted to the relevant medical personnel.  

For hospitalizations, French law specifies that the clinical letter must be sent to 

the concerned doctors on the day of the patient’s discharge (Décret n° 2016-995). 

In Hospital A, the interns write the letter, which the MSec then edits. A clinical 

letter also exists for consultations but can be sent the week following the 

appointment. The two secretaries in charge of the typing task use the physicians’ 

audio recording to type the consultation letters, and a copy is added to the patient’s 

records. 

To complete the cycle, MSec returns records to the archives after reordering 

their content if necessary. The records are placed in a designated office area, where 

the archives team picks them up on their daily shuttle.  

This cycle of requesting, updating, and returning paper records is critical in the 

secretariat, supporting the hospitalization and consultation processes with 

comprehensive and current medical information crucial for the hospital’s 

healthcare delivery. 

Since HDUro reorganized the secretarial process in May 2023, the number of 

records requested from archives has significantly decreased. As most urologists 

agreed to base their decisions solely on recent documents rather than complete 
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patients’ files, the records are only ordered for specific situations, such as first 

urology consultations or cross-cases with the oncology service. In return, the MSec 

can spend more time typing letters and returning documents to the archives. 

However, the preparation of hospitalizations has remained unchanged because of 

the necessary records exchanges with the nurses and the surgical unit. 

A Health Records Digitization Project 

Launching a digital archiving project within a general hospital has many 

prerequisites. One central requirement is the production of documents to present 

the project to the hospital management and, in a way, give it an administrative 

existence: a project file. This file also acts as a guide throughout the project. In our 

case, the HArch oversees this aspect. The project file outlines the project’s stages 

and objectives, the stakeholders involved, the existing processes and resources or 

those that need to be acquired or implemented, and the designation of a steering 

committee. This last task is crucial, as it will affect the available resources.  

As the project file describes the hospital’s current resources and processes, such 

information must be gathered from different stakeholders. In our situation, the 

HArch knew paper archiving practices and their legal requirements but needed to 

learn about secretarial practices, digital archiving, and the hospital’s IT 

architecture. For instance, a naming convention for digital documents must be 

defined with MSec to benefit from a consistent convention when digitizing patient 

records. The project file must also comply with the hospital’s archiving policy, a 

document that sets out an organization’s archiving goals and processes and must 

be validated by the hospital management. While the Hospital’s A archiving policy 

is only in its drafting stage, it still must be in line with the project file. The HArch 

is the most suitable person to verify it since she also writes this archiving policy. 

This project significantly impacts the hospital’s archives and requires exchanges 

with the DepArch. As previously mentioned, hospital archives are covered by 

public archives laws. Consequently, their preservation must satisfy the preservation 

requirements of public archives. Replacing paper records with their digital version 

in managing the patient situation is allowed. Still, the approval of the DepArch is 

mandatory to eliminate the paper versions as the hospital wishes. Their veto would 

be disastrous for the project.  

Findings 

Our thematic analysis highlights the stakeholders’ perspectives about the potential 

benefits of saving space and time, gaining access and sovereignty on hospital health 

records, and how tradeoffs about the project scope are achieved considering the 

issue of conformity to policies. 
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Digitizing for Saving Space 

One of the cross-cutting issues of several hospital stakeholders is space 

management.  During our observations, this concern was more visible in the 

secretariat and archives and affected medical practices.  

For the HArch, space management is an essential task. She must constantly keep 

under control the space occupied by paper archives at the scale of the hospital. She 

manages the patients’ files and the entire hospital archives, including, for instance, 

the HR and purchase department, with their legal constraints. It represents about 

400 linear kilometers of paper archives split in different rooms across the hospital, 

and medical records represent 12 linear kilometers. The records’ volume is already 

slightly higher than it should be, leading to storing new files on the highest shelves 

and causing handling problems.  

“Many [patients’ records] are on the highest shelves of the archives. This accessibility problem 

makes the handling more difficult as they must bring a stepladder to reach them.” Field note 

based on MSec comments. 

The archives service aims to reduce the volume of preserved archives, but for 

now, active work only enables maintaining the current size.  

The digitization project for the Urology department is of crucial interest to the 

HArch as it could prevent the service from producing new paper-based patient files, 

which brings the promise of free space as old enough patients’ files can be 

progressively destroyed or transmitted to the DepArch. She sees the project as a 

potential pilot project that can serve as a model for other services. 

In the Urology secretariat, the space is mainly used to store medical records 

prepared for consultations or waiting to be archived (figure 1). As the service has a 

high activity level, many files are exchanged daily with the archives and kept in the 

secretariat. At the beginning of the observation, the shelves were insufficient to 

hold all the documents. 

“[In the Urology secretariat] There are shelves for storing patients’ records all along the wall on 

the corridor side. One of them (further than the others) has been added because of the quantity 

of records on the floor. They were obstructing movements within the secretariat. Transport 

trolleys are also used to store them.” Field note based on MSec comments. 
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Figure 1. On the left is a view of shelves in the secretariat; the additional shelf is the central one; on 

the right, there are trolleys filled with patients’ records. 

In addition to the hospital records exchanged with archives, the urology 

secretariat also contains medical files for patients who have only seen a urologist 

for consultation, as they are not under the hospital’s responsibility.  

“These files are stored in the secretariat in drawer cabinets and, as there is not enough space in 

them, in boxes near the desks and in the patients’ records shelves.” Field note based on MSec 

comments. 

The new process, defined in May 2023, improves this situation as fewer files are 

requested to the archives and stored in the secretariat. 

“Shelves are much less crowded, and the central area of the secretariat clearer. [...] Eventually, 

secretaries hope to remove the additional shelf that obstructs the movements of one of them and 

her visibility of the rest of the secretariat and to reclassify the remaining records.” Field notes 

based on MSec comments. 

Physicians have already agreed to limit themselves to fewer documents during 

consultations in some other medical services. In urology, this practice shift partially 

happens by applying the process proposed by the HDUro. Moreover, patients’ 

records are kept in the secretariat for much longer than the consultation time to 

complete them with received documents. In this context, their digitization, or at 

least of specifically selected papers, was seen as a solution to reduce the flow of 

records between the archives and the secretariat. It means fewer medical records in 

the secretariat, thinner files in the archives, and less time spent searching specific 

files in the secretariat.   

The hospital’s management, including the HMInfo, the HDUro, and the HArch, 

has safety concerns with many patients’ files in the secretary’s office. A few years 

before the beginning of our research, there was a work hazard in another service 

where a hospital employee fell due to paper files on the floor.  

Nurses and doctors of the Urology department find the paper-based files 

cumbersome but are not concerned with the lack of space as they scarcely come to 

the secretaries’ offices to pick up patients’ files. Most of the time, the secretaries 

bring the patients’ files. 
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Digitizing for Saving Time 

As mentioned earlier, two secretaries are responsible for preparing patients’ 

records, one for the hospitalization journey and one for day consultation. The other 

role is typing assistant for preparing reports and mail that will end in the patients’ 

files and be posted to the relevant healthcare professionals.  

At the beginning of our study, ordering all the patients’ files before patients' 

visits was a regular and required activity. It involves preparing a list of patients to 

come from the doctors and hospital schedules and checking the location of patients’ 

files, which can already be in the MSec office. After ordering patients’ files to the 

archive, the secretaries in charge manage the reception of the complete files and 

their consistent ordering in piles according to the day of the visits (half-day for 

consultation). Fax and mail documents will arrive throughout the days for inclusion 

in the patients’ files, for instance, biology exam results. This preparation activity 

takes a lot of time daily.   

The other secretaries are responsible for typing reports and letters from doctors’ 

audio recordings. The reports and copies of the letters must be printed and included 

in the patient’s files. The secretaries suffered from the increased number of 

patients’ files in the office, which also increased the time needed to find precise 

information. While cleverly organized by the secretaries as different piles, there is 

a tradeoff as this organization requires space to save time in looking for patient 

information. 

The secretaries expect that digitizing patients’ documents would relieve them 

from retrieving files from the archives department and the complex management 

of paper files in their office. To a certain extent, this was achieved with the 

reorganization decided after the global meeting in May 2023 as, apart from 

hospitalization cases, the MSecs no longer order patients’ files and instead bring 

the new documents to the archives, where they should sort them back in the 

corresponding files. 

As a mirror, managing patients’ files for the Urology department is also heavily 

time-consuming for the archives department. The archives handle around 100 

patients’ files daily, and the Urology service is the biggest request provider. The 

archives staff must process the patients’ records requests on one dedicated 

software, check for their location in another software, get each file in the archives 

rooms, put and sort in the trolley, and perform a daily shuttle delivery. For the staff, 

the operation takes the entire morning. The HArch has identified the potential relief 

from replacing patients’ records movements through digitization from the project’s 

onset, especially as other specialized departments work well with far fewer record 

requests. Another issue comes from the patients’ files tending to stay in the Urology 

department secretary’s office long before returning. 

From the perspective of the HDUro, one of the main motivations for engaging 

in the digitization project lies in his search for a better organization for recovering 

reasonable typing delay. According to his estimates, agreed by the secretaries, a 
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clinical letter might take ninety days to reach its recipient. This considerable delay 

in typing put the department far out of the legal delay of 7 days for clinical letters 

to the GP or other hospital services. Thus, the primary expectation from the 

digitization project is to reduce the time spent ordering and organizing complete 

patient records in the secretarial office to save time for other jobs. 

The HDUro and the HMInfo are expected to improve the organization and save 

time by digitizing at least part of the patient’s files. They hope searching from 

digital files will be easier and faster than accessing paper records through the 

multiple mediations of human work. 

Digitizing in Compliance with Legislation 

The digitization project was initiated to reduce paper circulation between the 

Urology and Archival departments. However, this project will also affect the work 

practice of medical document management in both departments, highlighting some 

challenges related to conforming to the legislation.  

For the Archival department, the digital version of the health records must meet 

certain conditions to have “probative value” in the event of legal disputes as well 

as set clear delays for elimination.   

Moreover, in such digitization projects, the hospital must secure approval from 

DepArch to transition from paper to digital records, which also involves destroying 

paper documents post-digitization. 

The digitization process should provide the Archival department with 

information such as the date of the patient’s last hospital visit, which is crucial to 

destroying the medical records, whether in paper or digital form, according to the 

law. 

Hospital A adheres to a specific regulatory framework for retaining medical 

records. The standard retention period for these records is 20 years following the 

patient’s last visit (with several exceptions). The hospital faces challenges in 

meeting these retention deadlines, often due to insufficient information and issues 

with regulatory compliance. 

“Generally speaking, currently, we lack the information needed to apply deadlines and are not 

compliant with regulations, so we overkeep the documents for safety.” Field note based on 

HArch comments. 

The HDUro put forward concerns about delays in document processing 

exceeding legal limits due to the overload of the secretaries. For the Urology 

department, the digitization project is one way to free the secretaries and thus make 

them able to type and send clinical letters within the legal delay.  

This project highlights the interdepartmental dynamics and challenges between 

the Archival and Urology departments. These challenges stem mainly from 

differing perspectives on document management and digitization. For instance, a 

proposal from the Urology department suggested that as the digitization project is 

not taking off soon, the secretaries scan the medical documents by date and put 
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them in boxes. Then, the Archival department employees should classify these 

documents in patients’ records. However, this was declined by the HArch primarily 

due to confidentiality concerns.  

Gaining Access and Sovereignty on Hospital Health Records  

Hospital A encounters several challenges in data management and archiving 

systems. HMInfo has explained difficulties with the existing electronic health 

records software, particularly concerning data ownership and compliance with the 

General Data Protection Regulation (GDPR).  

“With our electronic health records software, we don’t own our data and must pay to get it back. 

The publisher refuses to delete the data [according to the legal duration], which also poses a 

problem regarding the GDPR.” Field note based on HMInfo comments. 

The hospital is actively exploring neutral archiving options for EHR to address 

these issues. These alternatives enhance data control and facilitate better integration 

with other information systems.  

“Neutral archiving gives us total control over our data, independence from publishers, and 

automated connection with other information systems.” Field note based on HMInfo comments. 

Hospital A efforts to transition to a “paperless” environment are ongoing, 

although various regulatory limitations impede them. Developing digital archives 

that meet the legal requirements is highly complex. 

An exploration of electronic signature systems is underway. However, these 

systems have yet to align with existing regulations fully, indicating a need for 

further development to ensure compliance. When discussing the implementation of 

electronic signatures at Hospital A, the HArch mentioned being aware of a system 

purportedly functioning as an electronic signature in some of the hospital 

departments. However, upon closer examination, this system did not align with the 

expectations set by eIDAS regulation. This discrepancy highlights a significant gap 

between the operational reality within the hospital’s departments and the stringent 

standards required by eIDAS for digital archival, underscoring the challenges in 

achieving regulatory compliance in digital authentication processes.  

The quest for an archiving solution at the hospital reflects the intricate challenge 

of finding a system that meets the hospital's specific needs and rigorously adheres 

to regulatory standards. For instance, one EDRMS system vendor presented its 

software to the project team; the solution revealed significant discrepancies upon 

closer inspection of the French digital archiving norms (NF Z42-013 of 2020 on 

digital archival systems and NF Z42-026 of 2023 on document digitization). 

Initially, though marketed as an EDRMS system, the vendor's software bore more 

resemblance to a legacy document management system. Key issues included the 

tracing of operations and the protection of stored data and documents. In the case 

of Hospital B, the involvement in refining an off-the-shelf brought it up to standard 

after several years of adjustments. These adjustments included the implementation 

of server stamps, log caches, chain-of-evidence, and specific storage features. This 
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case underscores the complexity of deploying a digital archiving solution that 

aligns with legal requirements while also fitting the unique operational context of 

a hospital. 

Discussion 

In what follows, we discuss the status of the digitization project and characterize 

the cooperation between the actors we have followed, in particular, the role of 

policies in the progress of the project and possible learning for supporting such a 

digital transformation project. 

The Current Statu Quo of the Digitization Project  

The archives and the Urology secretariat share the need to save time and space 

when dealing with patients’ records. However, the legal concerns are quite different 

for each stakeholder. The Urology department aims to meet the minimal legal 

requirements. Their concerns are, for example, medical responsibility, the 

accessibility of medical information, and their transmission between health 

professionals. Meanwhile, the HArch tends to support relatively complete 

conformity with legislation to guarantee the probative value of the hospital’s 

records. Improvement of the hospital’s control over its data brings together the 

HArch, the HMInfo, and the ITD. However, their main interests differ slightly, as 

the HArch focuses more on assuring the probative value. In contrast, the HMInfo 

and the ITD mostly search for interoperability and improve access and sovereignty 

on the hospital data.  

All these topics are highly intertwined; the approach of each stakeholder 

depends on their perspective on the patient’s records. This overview highlights that 

although each stakeholder’s objectives are generally aligned, they are not entirely 

convergent. As the issues are all related to the hospital’s records, the HArch 

remains crucial in the digitization project. Her expertise and professional 

relationships are essential in meeting the legal requirements of public records 

management. HArch is recognized as such and is therefore consulted to verify the 

validity of the different proposals. 

During the study, several tasks were conducted to prepare the digitization 

project. The HArch initiated writing sections dedicated to the digital records in the 

archiving policy and the project file, which will be presented to the management. 

She also organized the first discussions with the DepArch. Furthermore, the chief 

of the secretaries and the HArch exchanged upon secretaries’ practices to create the 

first naming convention, which specify the naming of the future digitized files.  

However, the stakeholders involved do not have enough information about the 

hospital’s IT systems and the capabilities of its current software to complete these 
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tasks. As the project also requires new software able to manage digital records, 

precise budgetary information and software expertise are needed to pursue it. 

Finally, the aim to align the hospital with digital archives and health records 

policies is still valid. The project is not discarded but suspended until better 

conditions allow access to the missing information, support, and resources.  

Tying Knots and the Role of Policies  

In our study, a space and time constraint within the Urology department initiated a 

project, unfolding complexities in aligning with regulations and necessitating 

diverse expertise from different stakeholders. Our case study exemplifies the 

intricacies Jackson et al. (2014) described in the “policy knot” concept, a 

framework illustrating the entwined nature of design, practice, and policy.  

On the side of the relations between policies and technology, we observe how 

digital archives and health records policies challenge the identification of a 

software component that matches the requirements at Hospital A. We even see the 

embedded generativity of policies (Centivany, 2016) at play in the digitization 

project of Hospital B, where the chosen system has been changed several times to 

fit the policies and hospital practices. 

On the side of the relations between policies and practices, we identify 

influences at two levels. On the one hand, the requirements of conformity to digital 

archives and health records policies led the HDUro to escape the complexity of 

digitization by choosing a new organization for the Urology secretariat work. On 

the other hand, the digital archives and health records policies are clearly not 

offering an adaptable and robust scheme of shared categories, a boundary object 

(Star & Griesemer, 1989), for supporting the cooperation between the involved 

stakeholders. While we have seen the authority and legitimacy of these policies are 

not challenged, only HArch and DepArch understand their content. We observe 

that digital archives and health records policies are rather providing HArch with a 

roadmap and a set of suggested boundary objects that she has to build and negotiate 

case by case to secure the alignment of each stakeholder. We identify instances of 

this work in the project file for cooperation and agreement with the hospital 

management and DepArch, or in the naming convention for digital records 

negotiated with MSec.  

In our case, the project’s advancement resembles what Engeström and 

colleagues (1999) call “knotworking”, a dynamic collaboration process 

transcending conventional boundaries. It involves forming adaptable “knots” of 

professionals and clients focused on a shared goal, capable of evolving with the 

project’s needs (Abou Amsha et al., 2021). The global meeting with the urology 

service gives a good illustration of this knotworking. Due to the presence of health 

professionals, discussions revolved around concrete medical practices and specific 

legal constraints such as delays for sending clinical letters. The HArch and the 
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HMInfo were also present, and were able to guide the choice of the new secretarial 

process based on its compliance with legal requirements for medical document and 

data (practices and policy). For example one proposition of the HDUro implied to 

destroy biological exams results when they can not be used for medical decision 

anymore but was rejected after the HArch pointed out that they were proof to 

support medical decisions and so needed to be preserved in patient's files. However, 

the IT departement was not represented, so topics such as the capabilities of the 

hospital’s software were not discussed further  

Our study reflects the continuous adaptation and compromise made by the 

actors. This approach underscores the project’s continuity over the individual 

participants, allowing for changing involvement as the project progresses. While 

occasionally paused, the project is ongoing, driven by persistent challenges or 

evolving regulations. Our study highlights the importance of supporting this 

continuous process of collaboration, underscoring the dynamic nature of policy 

implementation and technological adaptation. 

Learnings for digital transformation project  

The statu quo of the project at the end of our study highlights different practical 

concerns related to healthcare records policies in a digital transformation project. 

Observing the project progress dynamic, we can hardly expect implementation and 

release to be an ideal one-shot go live. As lessons from the field this highlights 

three important learnings for digital transformation projects in policy-dense 

environments. 

Achieve stepwise project through artefacts: Implementing a digital archives 

project at a hospital is complex. We have highlighted how policies suggest a 

roadmap and boundary objects for progressing along knotworking episodes. As 

illustrated by HArch’s work on the hospital archiving policy that is still in the draft 

stage, she is aware of and expert in dealing with such a dynamic. HArch knows that 

digital archives projects are a long run. While the project may be paused, she is 

taking benefit of the progress made at one step to anticipate progress for the next. 

Here the production of documents and artefacts that can act as boundary objects 

with part of the stakeholders is especially useful to keep track of the project 

progress and capitalize advance despite recurrent restart.  

Aim at progressive compliance of digital records: Given the importance of the 

requirements for the digitization of patients’ records (i.e., file naming, storage, 

changes log, signature, and authorization structure), it is hardly expected that digital 

documents can meet the expectations in one time within such a lively organization 

as a hospital. A wise option lies probably in progressively increasing the 

compliance of the records with the policies at each step in the long run of the project 

(Tosi & Bénel, 2016; Zacklad, 2006). For instance, defining and releasing a naming 

convention for digitized documents is a passage point in the direction of 
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compliance with digital and health records policies. Such a strategy can mitigate 

the issue of restarting the digitization from scratch. 

Do not neglect relation work: The relation work (Bjørn & Christensen, 2011) 

involved in tying knots and advancing such complex project appear of special 

importance. For instance, completing the project file has involved a lot of work 

from HArch to gather information and get support from different stakeholders. In 

our situation, HArch knew paper archiving practices and their legal requirements 

but needed to contact different resource people regarding MSec practices, the 

hospital’s IT architecture, or the departmental archives. Meeting these different 

stakeholders is essential so that they agree to concur to the project progress. 

Conclusion 

Our qualitative study highlighted the role policies play in ongoing digital 

transformation projects. Our analysis highlights the different perspectives of the 

involved actors concerning compliance with patients’ digital records policies and 

the challenge for their cooperation in the project.  

We hope to continue and follow up the hospital digital archiving project for 

patient records in the coming years and further our analysis of the next steps in 

tying knots between policies, technology, and practices. 
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Introduction 

Recent significant global events, such as pandemics, wars, and climate 

catastrophes, paired with developments in Large Language Models (LLMs) and 

Generative AI (GAI) have created a confused and uncertain information 

landscape (Ehrlén et al., 2023; Flintham et al., 2018), leaving people being 

increasingly susceptible to online misinformation and disinformation (Scherer & 

Pennycook, 2020) and other online harms (Mannell & Meese, 2022). Rising 

social media use, especially by young people (de Groot et al., 2023; Juvalta et al., 

2023), is changing the information ecosystem with media organisations 

increasingly prioritising social media for news dissemination (Juvalta et al., 2023) 

and adopting their content and ‘news values’ to increase attention and ‘reach’ 

(Mast & Temmerman, 2021; Valaskivi, 2022). In this context, the lines between 

news and information are blurred, and researchers have developed an 

understanding of information seeking and assessment as relational (Borgatti & 

Cross, 2003) and information search as ‘social’ (Evans & Chi, 2008; Oeldorf-

Hirsch et al., 2014).  

     In this paper, we build on such work by inquiring into how young adults 

evaluate socially encountered information. To do so, we designed an online diary 

study, which we conducted with young adults (age 18-35), followed by a set of 

data-informed interviews. We specifically targeted young adults because of 

known challenges in misinformation within this demographic (Pérez-Escoda et 

al., 2021; Qayyum et al., 2010), while also our project collaborator (the BBC), 

indicated that their audience demographic data point to this age group as being 

the one with the least engagement with media produced by their organisation 

across platforms. Extending recent work on ‘information sensibility’ (Hassoun et 

al., 2023) that emphasised the social ways information is sought and interpreted 

by young people, our findings expand insights into the decision-making practices, 

challenges and heuristics involved in making assessments of information online. 

Finally, we surface how such practices and heuristics are used to prioritise 

people’s wellbeing, as opposed to simply being ‘convenient’ and ‘good enough’ 

information assessment practices (Connaway et al., 2011; Flintham et al., 2018; 

Hassoun et al., 2023; Metzger & Flanagin, 2013). Such insights contribute 

implications for designing social platforms and information ecosystems that 

account for such social and collaborative assessments of information online; more 

specifically in collaborative arrangements with algorithms and for preserving 

young people’s wellbeing in engagements with information online.  
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Background: Online Information Assessment and 
Sensibility 

The rise and promulgation of misinformation and associated social, political, and 

personal risks (Das & Ahmed, 2021; Fernandez & Alani, 2018; Ruokolainen et 

al., 2023; Vaccari & Chadwick, 2020) has brought urgency to the challenge of 

understanding how people assess information online. Research on information 

evaluation has traditionally looked to support people to make ‘better’ evaluations 

through the design of technical interventions (Bauer et al., 2013; Flintham et al., 

2018; Yang et al., 2019), focused on the online detection of misinformation 

(Monti et al., 2019; Shu et al., 2019; Yang et al., 2019) and relatedly, research has 

focused on user interface design to guide or warn ‘users’ of misleading 

information (Bauer et al., 2013; Sharevski et al., 2021) and evaluated the 

usefulness of online credibility indicators (Clayton et al., 2020; Metzger & 

Flanagin, 2013; Zhang et al., 2018) including the effect they have on information 

evaluation and assessment (Menon et al., 2020). However, this work, alongside 

other interventions, such as those that focus on information and digital literacies 

(Carmi et al., 2020; Jang & Kim, 2018; Wolff et al., 2016), while being attentive 

to what should be done to identify ‘accurate’ and detect ‘false’ information, pay 

little attention to complex social and contextual factors that motivate information 

engagement (Herrero-Diz et al., 2020; Talwar et al., 2019).   

In contrast, other work in Human Computer Interaction (HCI) and Computer-

Supported Cooperative Work (CSCW) has focused on identifying the factors that 

contribute to people’s information encounters, while also developing a better 

understanding of how people evaluate such encountered information. Indicatively, 

work in this space (Connaway et al., 2011; Geeng et al., 2020) has surfaced 

‘convenience’ as a central factor to such information encounters, while also 

describing the ‘good enough’ reasoning tactics people employ in information 

assessments online. Building on this work, more recent research that focused on 

young people between 13-24 years (Gen Z), has underlined the social practices 

that influence news consumption, positing such practices as information 

sensibility (Hassoun et al., 2023). Motivated by such insights, in this paper we 

argue that more research is needed to investigate how young people make socially 

informed decisions about information they engage with online. As such, we 

designed and conducted a study to explore the social and relational ways young 

adults assess information online, and contribute additional insights on young 

adults’ information assessment practices where news is socially encountered 

(Edgerly, 2017; Koh et al., 2015; Strauß et al., 2021). 
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Study Design and Methods 

Recruitment 

The study described in this paper is part of a bigger collaborative project with the 

British Broadcasting Corporation (BBC). Their audience segmentation data 

identified young adults (18-35) in the Northeast of England as the group with the 

lowest engagement with media and content produced across their platforms. We 

recruited participants for the study through university channels and local 

collaborators, resulting in 150 people applying to take part in the study by filling 

out a questionnaire indicating their age, education level, and postcode. We 

selected 19 people out of this pool of participants by using as selection criteria, 

the age of the applicants and their postcode – as we wanted to ensure that we 

covered the demographic criteria of our collaborator. Of the 19 participants (11 

women and 8 men) that were selected, only 14 (11 women, 3 men, aged between 

21 and 34) took part in both phases of the study (diary and interview). We 

compensated participants £100 on completion of the study (£50 for taking part in 

the diary phase and a further £50 for taking part in the interview).  

Digital diary  

Informed by similar studies in HCI and CSCW (Palen & Salzman, 2002; Saltz et 

al., 2021) we designed a web-based digital diary that allowed us to capture 

participants’ encounters with information, while also prompting them to reflect on 

the context where they encounter information, the social processes involved in 

selecting and assessing information, and its effects. During a two-week diary 

period, we instructed participants to fill their diaries with information they 

encounter by sharing news articles, social media posts, blogs, and any other links 

as they read them. We provided an email address and a phone number that 

participants could use to share URLs, either by emailing them to us or by sending 

them through SMS. For any URL participants shared with us, the web-based 

platform opened a form including a set of questions that could be responded to 

through text entry, multiple choice, sliders, and added emojis, respectively (see 

Figure 1). We configured the questions and modes of response to be quick and 

easy to respond to with the aim of eliciting a mixture of objective (Where were 

you? What did you do next?) and subjective responses (How much do you trust it? 

How did it make you feel?) around the context and the social ways that 

information was encountered and assessed.  
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Figure 1. The online diary platform showing diary entry and annotation pages. 

Data books and interviews  

The data collected through the diary were not considered as primary research 

data, but rather as a process to sensitise participants to some of the themes of the 

study, encourage self-reflection in our participants, and used to create 

personalised Data Books to support participant interviews. The Data Books were 

inspired by previous design-led methods in HCI, which foster experimental 

engagement with personal data (Elsden, Chatting, et al., 2017; Ståhl et al., 2009). 

More specifically, we drew from work on designing documentary informatics 

(Elsden, Durrant, et al., 2017) that explores documentary uses of quantified data 

to support reminiscing and sense making about oneself. As such the Data Books 

we created, were used in conjunction with the interviews as a boundary object or 

‘tickets for talk’ (Elsden et al., 2016). 

The Data Books represented information collected for each participant during 

the diary phase, showing in graphic form the times of day participants shared their 

links with us through the platform, other factual data such as the source of stories 

(from the URL), information provided through the annotation task, such as 

whether the information came from a messaging app, social media, etc., the 

context (see Figure 1, centre) and what they did after (i.e., react, share, discuss, 

nothing – see Figure 1, right). The Data Books also contained ‘inferences’ about 

participants based on the titles and metadata as well as other details they provided 

through their digital diary. We used a Large Language Model (LLM) to generate 
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such inferences and presented this with graphic representations in the Data Books 

(see Figure 2). For instance, the books contained visual profiles about participants 

based on the data they submitted in the diary phase: a speculative summary of 

their interests and values (i.e., ‘Awareness of humanitarian issues’, ‘Pop culture 

interest’) was visually represented on the fold out centre page of the Data Books 

(see Figure 2, right). On the last page was also featured a short poem about the 

participant generated by the LLM based on the other inferences and reported data 

from the digital diaries. As well as making the Data Books fun and engaging—we 

took care to create something aesthetically pleasing and presented it as a gift to 

the participants ahead of the interview—by using the LLM inferences and poems, 

we intended them to be provocative by embedding questions about privacy, 

algorithmic logic, and personalization.  

 

 

Figure 2. Photographs of examples of the Data Books given to participants and used in interviews. 

Questions during the interview prompted participants to look at specific pages 

or graphic representations to offer explanation or provide more context on their 

information assessment practices. By using the AI generated inferences (e.g., 

generated poem, inferences about interests etc.) together with visualisations of 

participants reported data, we aimed to introduce a level of ambiguity in the 

design of the books as a resource for interpretation and speculation (Gaver et al., 

2003) to promote participants’ self-reflection. More specifically, the interviews 

(11 in person, 3 online) were structured around three themes: the first set of 

questions focused on the habits and behaviours drawing on what the diary process 

had captured; a second set of questions enquired into trust and perceptions of 

information veracity (also drawing on what was included in the Data Book); and a 

third and final group of questions focused on participants’ perceptions and 

expectations of online news, the internet, and social media platforms.   

Research data and analysis 

Over a two-week period, 14 participants shared 920 links in total (range 16 - 371) 

from an array of sources including social media, newsletters, messaging services 

and online news websites and apps. The interviews lasted on average 67 minutes 
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(range 48 – 82 mins) and were audio recorded and later transcribed. All 

participants signed a consent form for data collection for both diary study and 

interviews and the project received ethical approval by following our university’s 

and our funding body’s ethics procedures.  

The first two authors of this paper conducted an inductive thematic analysis 

(Braun & Clarke, 2006, 2020) on the transcribed interviews. The analysis process 

involved a period of familiarisation with the dataset, which involved both 

researchers immersing themselves in the interview data, discussing, reflecting on, 

and making notes and creating memos about data items and the dataset. This was 

followed by a process of descriptive coding and the generation of initial 

‘candidate’ themes for review and development. What followed was an iterative 

process of developing and refining themes before the final analytical process of 

writing up the analysis, as follows. All participant names are pseudonyms.  

Findings  

Information Sensibility practices  

In this theme, we report on the practices that our participants referred to as ways 

to assess information online. More specifically we report on information 

validation tactics such as ‘sufficing’ behaviours (e.g., Simon, 1990), 

crowdsourcing credibility and using search engines to cross-reference news, as 

well as the impact of familiarity and alignment with personal worldviews in 

accepting the veracity of online information. However, we found that this learned 

behaviour needs to be re-learned and adapted in life transitions that exposed our 

participants to new sources and types of information.  

The people in our study reported spending more time investigating and 

challenging what they read only if they considered it ‘serious’ enough, or if it did 

not fit with their current held worldview. For example, despite reading celebrity 

news for fun and entertainment, after reading unpleasant rumours about a TV 

personality that she liked, Hannah engaged in more rigorous research: “I then 

spent the time watching more reports and videos about where people were getting 

their source from, because I was like, Oh, he seems like quite a nice guy.” 

(Hannah)  

Validation tactics included ‘sufficing’ behaviours (e.g., Simon, 1990), and 

crowdsourcing (e.g., Evans et al., 2010). For example, Florence relied on the 

judgements of others, despite not knowing them: “Maybe if it was something 

really serious, I would even look at the comments, if anyone’s commented on it 

being a real thing.”. In addition, participants adopted a range of other ‘good 

enough’ tactics that relied on how the information ‘felt’ or ‘seemed’ – searching 

for other information on Google or adopting other forms of cross referencing: “I 
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think I would put in quite a general term [on a search engine]. Maybe if what I 

was looking for didn’t come up immediately, I would say, “I’m not that 

bothered.” Then I wouldn’t search for it further.” (Lynne) 

Validation processes often reflected the extent to which the information was 

personally relatable: “I’d be likely to read it and sort of make my judgement from 

the way that it’s written, I think. It would still come down to the article, how it’s 

written, how much opinion I feel is in there.” (Hannah). Familiarity was also 

important. Corina for example, talks about checking for a familiar (what they 

consider mainstream) source to validate something seen from a less familiar 

source on social media: “If I haven’t seen anything in the mainstream media but 

see something mentioned on Twitter, that’s when I think, “Oh that doesn’t sound 

right, that doesn’t match up with other things that I’ve read.  And I guess that’s 

kind of the way that I’m likely to check it, is to separately then go onto those other 

websites- or not- well, the apps, the other apps, and I see, “Oh actually, are they 

writing anything about it? Or is it just something new that’s cropped up?” 

(Corina)  

People were more likely to trust information from familiar sources or that 

aligned with their worldview. For example, Aliza talks about how a particular 

news source creates suspicion based on prior experience: “And if I look at 

something that isn't something that I usually go to, I trust it less. Like The 

Chronicle (local print and online ‘newspaper’), which I do occasionally look at, 

but I am always, kind of, like, “Hmm. We’ll see.” Julie, on the other hand shows, 

while beginning to reflect upon and question their own decision-making, how this 

familiarity heuristic also applies to the ideas or ideology: “I don’t know why I just 

assume it’s correct. I don’t know. I think it’s because it’s… It’s probably because 

their politics seems to be quite similar to my own. So, because it’s backing up 

what I believe and think, I’m like, “Oh, this must be right,” which is probably a 

bit stupid.”  

These tactics, however, must be re-learned anew during certain life transitions 

or when there is a cause to engage with new forms of information. For example, 

when becoming a new parent, Fran felt they had become less sure of using 

existing experiences and tactics to make decisions and judgements: “I think, at 

the moment that’s something that does happen to me, quite a bit, because I’m 

going into a new phase of my life where I’m going to be a parent, and therefore 

I’m more easily click-baited by stuff I like.” (Fran). Trust here is complex and 

reflects the trustworthiness of the news source, previous expectations around 

content but also confidence on one’s ability to make reliable trust judgements. 

Convenience as emotional wellbeing  

In this theme, we touch on the reasons why young adults sometimes engage in 

information that they don’t trust, describing the dilemma that shapes such 
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sceptical acceptance and that points to a willingness to accept uncertainty and a 

loss of control as a price for convenience, enjoyment, and emotional protection 

from unwelcome information.  

Despite showing an awareness of the downsides with social media as a source 

for news, participants also admitted to being reliant on them: “I quite like it. I 

think there’s a lot of, “How much are they listening to? How much do they 

know?” But like at the end of the day it makes my experience more enjoyable.”  

(Hannah). Most people showed an awareness of the concerns but articulated an 

acceptance: “I think as I’ve grown up with social media being more and more 

used for everything. I think it makes the news quite polarised. It’s quite 

pessimistic, you see most of the bad things. Inciting hate and wanting people to 

engage in things, so making them as clickbait-y and controversial as possible. I 

don’t like that’s where social media has brought news to, but that is still the place 

I go to for news.” (Lynne). Part of this awareness was an acceptance that there 

was a limit to what could be controlled. For example, Julie described a fear of 

becoming accidently aware of things: “I think my friend put it best. He said, 

“Everything I’ve ever learnt about Meghan and Harry [i.e. members of the 

British Royal family] has been against my own will,” which I kind of agree with. 

It’s like, I have never sought out information on those people, but I know more 

about their marriage than I do about my parents’ marriage.” (Julie)  

However, people were prepared to accept the negative aspects because they 

saw value in the information. People had clear ideas about the way they wanted to 

interact with information: “An app or a website, it’s just set up differently, or in 

the way that I think of it. Where it has these top five, top ten, it’s more likely to 

have banners relating to what everyone wants to click on rather than what I want 

to look at.” (Agatha) They recognised that a personalised information ‘feed’ 

better catered to their emotional needs: “I don’t think there’s a particular forum, 

at the moment, for me in my life, or enough emotional capacity to deal with some 

of the bigger topics, and to be having those conversations about bigger topics, at 

the moment.” (Fran). Participants described feeling shielded and protected, in 

particular around mental wellbeing: “I think in a way, it’s really good and 

healthy, because I get the kind of news that I’m interested in, and that’s the news 

that I get to read, and I don’t- if there’s some kind of news that I don’t like to 

consume, which is maybe about entertainment, or news and things I don’t like to 

think about at all. And then I don’t get those recommended, which is something I 

prefer a lot more.” (Meera).  

The algorithm as collaborative agent in assessments of information  

Our findings point to how young adults saw algorithms that curate information on 

social media as unnerving, highly excitable, and “getting the wrong end of the 

stick”. Nonetheless they perceived “their algorithm” as shielding them from 
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information that they did not want to encounter, protecting their wellbeing, and as 

such, they tried to configure and ‘collaborate’ with them for their information 

needs.   

Participants recognised that there were times when the algorithm would get it 

wrong: “If I’m doing a lot of searches on food recipes, then I know that my 

algorithm is going to change to show me lots of other food recipes. That makes 

me quite happy […] The only time it gets annoying is when I’ve had enough of 

that thing, and I can’t get rid of it from my algorithm.” (Hannah). They 

developed hypotheses about the ways in which the algorithm worked. For 

example, Lynne explained how she disengaged from a court case being followed 

on TikTok, noting the associated change in curated content: “I think as I engaged 

with it less, I got shown it less because the algorithms are like, she’s not 

interested in this video. I think people’s opinions started to shift slightly as well, 

but it probably was because I engaged with it less. Now I’m thinking, “Why did I 

engage? What shifted that?” I don’t know.” Despite, a feeling that one’s 

algorithm could be understood, there were occasions when they over-stepped 

boundaries and came across as unnerving: “There have definitely been times 

where I've noticed something and I'm like, “That is actually really creepy.” I'm 

not massively into the idea that, like, for example, if a friend shared a link with 

me and then all of a sudden, I'm getting ads for something, I'm like, “That is a 

little bit creepy.” (Aliza)  

Participants developed theories about how to ‘game the algorithm’: “There are 

some articles that I’ll see as clickbait that I just will not engage with, […] 

because that will impact my algorithm and then I’ll get more of it. I’m like, “No, 

do not click that,” because it can be on important topics. If it’s an important topic 

I will not, I will not allow myself to be fully click-baited.” (Fran).  

Some developed ways to engage with information without letting ‘the 

algorithm’ know about it: “Sometimes, I’ll read through the thread, because there 

are interesting arguments in the comments, but I wouldn’t ever click on the news 

source. Because I don’t want to give it the click and give it the validity of having 

gone into it and looked at the article.” (Julie) 

One several occasions participants referred to behaviours designed to ‘trick’ 

their algorithm. Hannah, for example, talked about a slight of hand to bemuse her 

algorithm: “Try and scroll past it as quickly as, or don’t click on it. Yes, just try 

and not engage with it and hope that it picks up that I’ve had enough. Which it 

normally does.” Such ideas of obfuscating behaviours point to a concern about an 

ever-watching presence of one’s algorithm, which must be trained, tamed, and 

even tricked to assert agency over the configuration of online spaces. 

Ultimately, however, participants were prepared to forgive ‘their’ algorithm 

because of what they felt it offered them in terms of convenience, protection or 

shielding from things they did not want to encounter (i.e., a way to select 

information), as well as finding comfort and familiarity.  
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Discussion: Expanding Information Sensibility   

Challenges: Misrepresentation, Lack of Algorithmic Control, and 
Harnessing Social Relations 

Our participants were aware that their reliance on ‘the algorithm’ to socially 

curate information was not ideal. Most were resigned to the fact that they would 

be presented with unreliable or irrelevant information but could adopt information 

checking or validating tactics when they felt it was important. They expressed 

frustration with the algorithm when it seemed their feed didn’t ‘speak to them’. 

This occurred when information had the wrong tone or failed to reflect their 

interests. Our participants talked about being misrepresented if an issue came 

from an unfamiliar source, adopted an unusual perspective, or was politically 

unpalatable. However, participants recognised the dangers of a ‘filtered universe’ 

(de Groot et al., 2023) and understood the need for a more holistic understanding 

of events and reality.  

Participants generally seemed to view ‘their’ algorithms as over-excited, with 

a tendency to overreach, but nonetheless they felt ownership towards them. Our 

participants developed folk theories (Eslami et al., 2016; Medin & Atran, 1999; 

Toff & Nielsen, 2018) about how to train their algorithm. Tactics included 

scrolling quickly past ‘irrelevant’ news and engaging more meaningfully with 

information that reinforced their worldview. Sometimes the algorithm was seen as 

too effective, leading to participants feeling uncomfortable and ‘creeped out’. In 

general, our findings point to the need for more visibility in terms of how 

algorithmic curation works, and more explicit controls for algorithmic 

configuration. 

Regarding Hassoun et al.'s (2023) findings on the fear of making social errors, 

particularly in terms of sharing inaccurate or unpopular information and facing 

the social consequences of being wrong online, our participants showed less 

concern about being incorrect. Instead, their primary focus was on how news 

could contribute to nurturing existing relationships, both online and offline. For 

example, people talked about reading news in-depth to have meaningful 

conversations with family and friends, while others shared URLs with people to 

read and discuss together at home. In general, such insights point to very 

practical ways that information systems can be designed to support more 

meaningful social relations.  

Practices: Social, Collaborative, and Algorithmic Sense-Making 

Young people adopt a range of practices to overcome their information 

challenges. For example, Hassoun et al (2023) report on how people seem to 

privilege lived experience, finding a trusted person as a go-to source, 
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crowdsourcing information credibility, and practicing good enough reasoning. 

Our findings build on this work, showing how young people’s informational 

practices are informed by a system of values and politics that in many cases are 

conflicting and are changing.  

Our participants recognised that they needed to assess key information for its 

veracity. For example, our participants talked about doing their own research by 

searching for keywords of news (e.g., on Google) and checking what news 

sources are reporting on such news and how – a form of surrogate thinking (Toff 

& Nielsen, 2018). Young adults also talked about reading comments of news 

posted on social media and having discussions on instant messaging platforms 

and in-person as a form of crowdsourcing credibility (Ellison et al., 2013; Evans 

et al., 2010). In relation to crowdsourcing credibility, our findings also surface 

how practices such as reading comments were used as a way of avoiding clicking 

on news that might train the algorithm inappropriately. As such our data 

complements related work in this space by further complicating how such 

practices are shaped by not only informational needs but also the need to 

configure and ‘train’ the algorithm to ‘behave appropriately’. In alignment with 

research into users’ understandings of and relationship with algorithmic curation 

(Eslami et al., 2016; Karakayali et al., 2018), we suggest framing this 

phenomenon as the algorithm as collaborator in online information assessment. 

Such a framing helps us conceptualise the algorithm as an agent in information 

practices within complex social networks of information evaluation and sharing, 

while acknowledging that people must learn to collaborate well with their 

algorithm to better support their role in social networks as well as protect their 

own wellbeing. Our role as designers should be to make it easier for people to 

enact such collaborative encounters with curatorial algorithms, by enabling more 

meaningful bidirectional interaction and communication, though, for example, 

integrating intelligent agents in more explicitly (rather than through implicit 

inferences) stipulating how the algorithm learns.  

Across our themes we see how these information processing practices are 

forms of ‘sufficing’ – good enough reasoning tactics used dependent on the 

context (e.g., news app or social media) and type of information that needs to be 

assessed. A novel dimension to such sufficing tactics used, is that they need to be 

relearned and adjusted during life transitions (e.g., during pregnancy when new 

types and sources of information are encountered). Such changes to priorities can 

have an impact on people’s susceptibility to engaging with information that is not 

representative to what they need (e.g., misinformation). People found themselves 

‘making mistakes’ in how they interacted with online information, which adjusted 

their algorithm in ways that they didn’t want to that led to them encountering 

information that they would not otherwise choose to.  
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Heuristics: Emotional Wellbeing through Prioritising the Familiar 

Work on information sensibility identifies convenience, tone and aesthetic as the 

applied trust heuristics used to inform assessment practices (Hassoun et al., 2023). 

Similar to related work (Boczkowski et al., 2018; de Groot et al., 2023; Goyanes 

et al., 2023; Strandberg et al., 2019), our participants talked about news that 

“seems” or “feels” right, but when prompted further, they talked about familiarity 

of source and familiarity of politics and values as opposed to style and aesthetic. 

Such familiarity we also found that relates to people’s awareness of how such 

information was algorithmically curated to them (Karakayali et al., 2018; Koenig, 

2020; Swart, 2021) – i.e., information that “felt right” was information that made 

sense to people to appear in social feeds and news apps due to past interaction 

with the algorithm.  

Our findings also indicate that people are both reflexive and reflective in their 

decisions about the information they encounter (see Kahneman, 2011), not as a 

matter of convenience, as for example pointed by Hassoun et al., (2023), but 

rather to protect their emotional wellbeing and feel comforted. We note, here, that 

the need for people to protect themselves by disengaging from certain types of 

news was a core strategy. The emotional weight (tone) of information 

encountered was one of the most significant factors in deciding whether to 

engage, but participants employed a range of strategies, sometimes resonating 

with those observed during the Covid-19 pandemic, when ‘news avoidance’ was 

recognised as a key wellbeing strategy (Mannell & Meese, 2022), employing a 

range of strategies for news avoidance, including the decision to avoid certain 

channels, avoid particular formats, or configure social media feeds in order to 

manage the kinds of news information encountered (Das & Ahmed, 2021; Patel et 

al., 2020). Departing from recent features of social media platforms that allow 

users to increase or decrease types of information presented to them (e.g., on 

Facebook, etc.), and in agreement with implications for design from previous 

work (e.g., Eiband et al., 2019; Rader & Gray, 2015; Swart, 2021; Velkova & 

Kaun, 2021 and others) we emphasise the need for the design of interfaces that 

gives more context-specific controls to users in information they encounter, and 

more transparency to the ways that algorithmic curatorial practice work when 

deciding implicitly to avoid or engage with certain types of information.  

Conclusion 

In this paper we build on recent work on ‘information sensibility’ practices, 

challenges, and heuristics. We surface the challenges of: (i) misrepresentation, 

(ii) lack of algorithmic control and transparency, and the challenge of (iii) 

staying informed to care for social relations. Our findings validate recent work on 

information sensibility practices, by identifying young people’s information 
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assessment practices as highly social and collaborative, while however identifying 

‘my algorithm’ as an actor within such social and collaborative practices. Finally, 

our empirical findings point to the way that information sensibility heuristics are 

used as a means of protecting emotional wellbeing, specifically using 

convenience and tone as a protection against potentially harmful content. Factors 

such as source of familiarity and value alignment were considered as critical, as 

opposed to the secondary consideration of aesthetics. Such findings contribute 

additional empirical insights into young people’s decision-making practices in 

assessments of information online, and design implications towards systems 

aiming to address misinformation when embedded in social contexts online.  
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Abstract. Remote care solutions are  implemented in  primary and secondary care to 
improve the treatment and follow up of patients with chronic conditions. However, each 
context of use has specifi  characteristics related to the clinical conditions of patients 
and the work arrangements for providing care remotely.  In this paper we explore the 
data  work  required  in  the  implementation  and  scaling  of  remote  care  in  Norwegian 
healthcare. Specific lly, we focus on the reconfi uration of data work in various contexts 
of use. We fi d that implementing remote care requires reconfi uration of collaborative 
data work to ensure reliable and trustworthy data, to make patient-generated data useful  
in clinical assessment, and to maintain continuity of care in the illness trajectory. Our 
fi dings show the continuous confi uration and re-confi uration that takes place. 

Introduction
International strategies have brought attention to the need for new care models 
that enable patient-centered services and a shift from hospital-centered to more 

mailto:miriag@uio.no
mailto:torbjotm@ifi.uio.no


integrated care structures (European Commision, 2018). This shift is expected to 
improve  care  processes  while  also  reducing  healthcare  expenditures.  Digital 
technologies have emerged as a potential solution, offering options such as digital 
remote care to address these concerns. While numerous pilot projects and trials 
have demonstrated the positive effects of digital remote care (Morton et al., 2017), 
challenges in scaling these solutions have been identified  (Barlow et al., 2012). 
Researchers are grappling with the challenge of how remote modalities can be 
maintained beyond pilots  (Greenhalgh et  al.,  2022) and to  understand why as 
digital remote care scales, digital solutions that work well in one practice do not 
work at all in another (Greenhalgh et al., 2022).

Studies  in  CSCW have  focused  on  the  design  and  use  of  technologies  to 
support  remote  care  and  have  shown  how  remote  care  technologies  have 
transformed  the   patient-physician   relationship  (Bardram  et  al.,  2005),  the 
importance of aligning the concerns of patients and clinicians  (Andersen et al., 
2018), and proposed maintenance-centered design as a strategy to design CSCW 
tools for digital health (Verdezoto et al., 2021). The increasing use of remote care 
technologies has also illustrated the emerging role of data work in healthcare. 
Studies have shown for instance that data work plays an even more central role 
than in traditional care (Grisot et al., 2019), and that frontline care workers are the 
crux of data-driven configuration (Sun et al., 2023). A recent scoping review on 
data  work  in  healthcare  illustrated  that  this  research  stream is  emerging  and 
promising (Bertelsen et al., 2024).  

The aim of this study is to understand data work in the context of remote care, 
and  the  overall  research  question  is:  how  is  data  work  configured  and  re-
configured in the scaling of remote care?

To address this question, we have studied the process of implementing and 
scaling digital remote care as an integrated part of the health and care service in 
Norway.  Specifically,  our  study  focuses  on  two  contexts  (hospital  and 
municipality) where the same remote care technology is implemented and taken 
into use in novel areas of use. We find that implementing remote care requires 
reconfiguration of collaborative data work to ensure reliable and trustworthy data, 
to  make  patient-generated  data  useful  in  clinical  assessment,  and  to  maintain 
continuity in the illness trajectory. We base our understanding of reconfiguration 
on the notion of human–machine reconfiguration as an ongoing accomplishment 
(Suchman, 2007).  We discuss how reconfiguration of collaborative data work is 
critical to the implementation and scaling of remote care. We also contribute to 
the literature on data work by showing how data work emerges and is configured 
and reconfigured according to the contextual situation.  

The paper is structured as follows: first we present relevant research on data 
work in CSCW, and then present our conceptual framework. Then, we describe 
the research context and case, and our research methodology. We then present the 
findings where we show how data work was reconfigured to ensure reliable and 



trustworthy data, to make patient-generated data useful in clinical assessment, and 
to maintain continuity in the illness trajectory. Finally, we discuss the contribution 
of  our  study in  relation to  the  CSCW literature  on data  work and to  how to 
support scaling of remote care solutions.

Related research and analytical framework
Data work has for a long time been part of daily practice in healthcare, however 
increased digitization has led to an increased volume, velocity, and variety of data 
which has led to more data work in all parts of healthcare ((Bossen et al., 2019). 
Researchers in the CSCW community have defined data work as “any human 
activity related to creating, collecting, managing, curating, analyzing, interpreting, 
and  communicating  data”  (Bossen  et  al.,  2019  p.466).  Based  on  this 
understanding, a study by Grisot et al. (2019) focused on novel nursing practice in 
the context of remote care and claimed that data work is crucial in remote care 
and plays an even more central role than in traditional care. Furthermore, they 
argued that data work is not only about analyzing the data element accumulated in 
the  system but  also  includes  the  work  of  deciding  what  is  relevant  data  and 
“guiding the patients into co-producing these data” (p.615). A similar study on the 
use of patient-generated health data illustrated how new forms of data collection 
triggered a shift in the division of work and how patients and nurses translated 
and recontextualized data during consultation  (Cerna et al.,  2020). A study on 
data-driven  long-term  care  identified  several  types  of  data  work  such  as: 
“constructing,  maintaining  and  updating  data  infrastructures,  articulating  the 
distributed  and  fragmented  data,  and  repairing  the  breakdown  of  data 
infrastructures” (Sun et al., 2023 p.13). The studies presented above show that 
healthcare data are not passively available to users and emphasizes human effort 
to produce, maintain and use data in a meaningful way.  

In this study, we build on previous research on data work and on the notion of 
human-machine reconfiguration as an analytical framework to explore how data 
work is  enacted in practice.  “Human-machine reconfiguration” is  concerns the 
question of “how humans and machines are figured together – or configured – in 
contemporary  technological  discourses  and  practices,  and  how  they  might  be 
reconfigured, or figured together differently” (Suchman, 2012, p.49).  Suchman's 
research  has  highlighted  how  situated  agency  emerges  in  sociomaterial 
arrangements  that  is  enacted in  particular  ways in  particular  settings.  Situated 
agency is  thus  not  fixed  by predefined specifications,   but  generated  through 
specific  human  and  non-human  entities  (Suchman,  2007).  The  notion  of 
“configuration” provides an analytical framework to explore how sociomaterial 
arrangements  have  been  shaped  through  being  joined  together  (Grønsund  & 
Aanestad,  2020  p.3),  and  how  arrangements  that  produce  effective  forms  of 
agency emerge in ongoing work (Mazmanian et al., 2014).  In our study, we are 
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interested  in  understanding  how  this  configuration  is  carried  out  in  different 
practices with attention to data work in remote care implementation and scaling.

Research site and methods
This study is part of a larger research project on the implementation, use, and 
scaling of digital technologies supporting high-quality remote patient monitoring 
of care.  In this study, we have followed the implementation and scaling of digital 
remote care in two different settings.  The first setting is a municipality that has 
adopted digital remote care by participating in a national trial that lasted from 
2018 and 2021.  Target  population for  the trial  has been patients  with chronic 
diseases  such  as  chronic  obstructive  pulmonary  disease  (COPD),  diabetes, 
cardiovascular  disease,  as  well  as  mental  disorders  and  cancer.  Based  on  the 
experience gained in the national trial,  it  has been decided to scale the digital 
solution to more users and user areas in the health and care services. The second 
setting is a university hospital who underwent a procurement process in 2021 and 
signed  an  agreement  with  a  digital  remote  care  provider.  The  hospital  has 
implemented a remote care solution for the digital outpatient clinic and digital 
home hospital for children with diabetes and the further strategy is to scale the 
digital solution to other use areas. The two research settings included in the study 
use the same digital solution developed by a Norwegian IT company.  

The digital  solution is  an integrated collaborative solution,  based on health 
management  cloud  platform  technology,  and  connected  digital  devices.  The 
solution consists of a web-based patient monitoring portal for clinicians, and a 
patient application, as well as a set of connected measuring devices.  The patient 
monitoring  portal  for  clinicians  is  developed  for  healthcare  professionals  to 
handle digital home follow-up, which integrates a range of patient-driven medical 
devices that support home-based care, such as medical measurements, symptom 
reporting and rehabilitation.  The mobile application designed for patients’ end is 
used  with  digital  measuring  equipment,  which  automatically  transmits  the 
measurement  results  via  Bluetooth  to  the  patient’s  tablet  or  smartphone  (for 
example, measurement of blood pressure, blood sugar levels, weight, temperature, 
pulse,  oxygen  saturation,  lung  function  and  capacity,  etc.).  The  measurement 
results are immediately visible to the patient on the tablet, where they can also 
answer clinical questions and register symptoms and side effects. The results are 
simultaneously transferred to a web-based patient monitoring portal so that health 
personnel can follow up the values that come in and provide individual follow-up. 
The platform enables integration of novel and appropriate measuring devices. The 
digital user interface also offers video conferencing and chat functionality that 
enables  synchronous  and  asynchronous  communication  between  patients  and 
health professions.

4



In this study, we have followed the interpretive approach to case study research 
(Walsham, 1995). Our aim was to uncover our informants’ understanding of how 
data work is configured and reconfigured across different contexts of use in the 
context  of  remote  care  implementation  and  scaling.  Furthermore,  we  have 
emphasized the relational aspect of data and how data work is reconfigured in 
relation to existing technologies, practices, and habits. 

We have collected data conducting semi-structured interviews and collecting 
archival documents. In the first phase of the study, we collected publicly available 
documents  and  internal  project  reports  to  gain  insight  into  the  historical 
development of digital remote care in Norway. In the second phase, we carried 
out 25 interviews with key stakeholders in the project, i.e., health professionals, 
employees at the IT department and the supplier. Most of the interviews were 
conducted in the local context in the municipality or at the hospital, while some 
interviews were conducted on zoom (because of the pandemic). The interviews 
lasted approximately 45 – 60 minutes, were recorded and fully transcribed. 

We analyzed the data according to the hermeneutic circle  (Klein & Myers, 
1999), which is a process of going back and forth between data collection and 
analysis to understand the different contexts and the use of digital remote care. 
Furthermore, the analysis was inspired by a grounded theory approach and the 
area of enquiry guided the coding process (Charmaz, 2014; Urquhart et al., 2010). 
The initial step in the analysis was based on open coding to identify incidents 
related  to  adoption,  use  and scaling.  All  the  incidents/events  identified  in  the 
empirical material were assigned a code and a descriptive label.  When all the data 
had been examined, the initial codes were organized and reassembled in a new 
way.  This  involved  specifying  the  properties  and  dimensions  of  the  initial 
categories such as condition,  action /  interaction,  and consequences.  The axial 
coding technique provided an analytical lens for moving back and forth between 
the initial categories, exploring the relationship between data, and re-organizing 
sub-categories and high-level concepts. NVivo software package (version 12) was 
used throughout the analysis to code, organize and visualize data.

Findings
Our findings are organized in three parts, corresponding to reconfiguration of data 
work  with  the  aim  to  ensure  reliable  and  trustworthy  data,  to  make  patient-
generated data useful  in clinical  assessment,  and to maintain continuity in the 
illness trajectory.

Reconfigure data work to ensure reliable and trustworthy data

The digital  remote care solution provides some basic functionalities  that  were 
developed in collaboration with the vendor and health professionals as part of the 

5



national trial. A key issue during this process was to figure out how to ensure 
reliable and trustworthy data. The target group for the national trial was patients 
with chronic diseases  and in  the trial  the patients  received digital  devices  for 
measuring vital signs such as blood pressure, body temperature, heart rate, and 
blood  oxygen.  In  addition,  questionnaires  to  collect  data  on  the  patient's 
experience of the health condition have become an important part of the digital 
follow-up, both in the municipality and hospitals. The municipality has mainly 
chosen to use self-defined questionnaires. One way the municipality worked to 
ensure  data  reliability  was  by  developing  the  questionnaires  based  on  both 
national guidelines and professional consensus locally. Also, as they over time 
gained experience with using the questionnaires, they created templates specific to 
the various diagnoses or clinical issues, and made these available in the digital 
solution as illustrated in a quote from a nurse:

“It  has  probably developed a bit  because at  first,  I  used to  create questionnaires  for  each 
individual patient, but eventually I saw that there were templates which were very useful. And 
then you can add questions if there is something the user wants you to ask about because the 
questionnaires have been created by us together with the patient”

This way they ensured a tight relation between the specific clinical conditions of 
each patient,  and the data collected,  making the collected data relevant to the 
condition. A quote from another nurse illustrates how the questions were adapted 
to the clinical trajectory:

“you have to make sure that they understand the questions and that the answers make sense to 
them. If you ask a patient with severe COPD whether they have had phlegm today - Yes/No -  
then they may always have phlegm, so you have to turn it around and ask in a different way  
because otherwise it generates red or yellow alerts”.

These adjustments were critical to make sure that the collected data were reliable 
for clinicians. In the same way, the municipality adopted self-care plans, which 
are  a  plan  for  how  the  patient  can  manage  their  condition.  A  nurse  in  the 
municipality emphasized the central role of the self-care plan and stated that “it 
doesn't  help  to  measure  if  you  don't  have  any  interventions”.  Like  the 
questionnaires, templates have been created for self-care plans, to make sure that 
the collected data were the relevant ones for clinical follow up. The templates for 
the self-care plans are then individually adapted to the patient's  condition and 
needs, as a nurse explains:

“we have templates for heart failure and COPD and diabetes and the most common clinical 
cases, and then they are adapted individually …. because it is important to include what is 
important to the patient... I can focus on something to do with the heart failure and then the 
user  can  focus  on  something  completely  different  that  is  important.  For  him,  it  may  be 
important that he is able to stay healthy for the one week in the summer when his grandson is  
getting married or something like that”. 

These quotes illustrate how nurses need to adjust measurement arrangements to 
ensure  that  patient-generated  data  make  sense  to  both  patients  and  healthcare 
professionals.
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As  briefly  outlined  above,  configuration  of  measuring  arrangements  involved 
preparatory work to facilitate patient-generated data. However, further scaling of 
the  digital  solution  involved  reconfiguring  measurement  arrangements.  For 
example, cancer patients have been enrolled in digital remote care and a project 
nurse in the municipality stated that:

 “Then we had to create new pathways for this group because they had to be followed up by 
other resources and a completely different arrangement (...)”

In this  instance,  specialized nurses participated in the preparatory work which 
involved the use of validated questionnaires. The participation of expert nurses 
ensured that the configuration for collecting data targeted the relevant data for 
each patient also in this case. Furthermore, digital remote care has been put into 
use in various departments at hospitals, which involves further reconfiguration of 
measuring arrangements. For example, the endocrinology outpatient clinic offers 
digital  follow-up  to  all  patients  with  diabetes.  The  preparations  began  as  an 
innovation project, and they have adopted both standardized and locally adapted 
questionnaires that patients respond to in advance of the annual consultations. 
They have put a lot of effort into validating and developing the questionnaires to 
ensure  data  reliability.  For  instance,  during  the  project,  they  collected 
questionnaires (PROMs1) for diabetes patients, but realized that these needed to 
be adjusted for more open-ended questions that were adapted to clinical use.

 “(…) we found that many PROM forms, especially those developed for research, were a bit  
problem-focused, so the nurses were concerned that we must ask more positive, open questions 
(...). 

When preparing locally adapted questionnaires, they have been inspired by other 
hospitals and professional communities that emphasized the patient perspective 
and thus invited a user group of patients who gave input to the questionnaires. 
As digital questionnaires have gradually been adopted, modifications have also 
been made to the digital solution as explained by an employee at the vendor:

“A lot has happened from 2018 - 2021 (...) You can build it up with yes/no questions, multiple 
choice questions, scales from 1-10 or as free text”.

This  flexibility  in  the  design  of  the  questionnaire  makes  it  easier  to  adapt  to 
different user groups; for example, some people find it easier to answer yes/no 
questions. During the implementations, this flexibility has been critical to ensure 
data  reliability  as  the  solution  could  be  adapted  and  adjusted  (e.g.  templates, 
questionnaires) to collect data specifically relevant to specific patient groups, or 
even at individual level.

1 Patient-reported outcome measures (PROMs)
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Reconfigure data work to make patient-generated data useful in 
clinical assessments

As  briefly  outlined  above,  several  self-management  tools  have  been  used  to 
ensure that relevant patient-generated data is available in the digital solution. Part 
of this work included training and guiding patients to ensure that the collection of 
data is carried out correctly. Health professionals have thus been given a new role 
that is organized differently in the municipality and the hospital. 

The municipality provides health and care services to a large population, and 
several telemonitoring centers have been established that play a key role in digital 
follow-up.  First  and foremost,  employees  at  the  telemonitoring center  provide 
guidance to the patients in the start-up phase of digital remote care. Furthermore, 
they  are  responsible  for  the  daily  follow-up  of  patients  that  involves  the 
assessments of patient-generated data. When a new patient has been enrolled in 
the  service,  the  nurses  make a  home visit  to  get  to  know the patient,  deliver 
equipment and provide training in the use of the digital solution. This is typically 
the start of a 14-day test period where the patient's measurements are followed 
carefully to form a basis for threshold values for the measurements as well as the 
preparation of a questionnaire and self-care plan. Furthermore, threshold values 
and self-management arrangements are verified and approved by a GP or a doctor 
at the hospital. 

Further work at the follow-up center mainly involves analyzing, filtering, and 
verifying patient-reported data. An overview of patient-reported data is available 
in the user interface of the digital platform and enable triage of the measurements’ 
(green, yellow, red). The threshold of the measurement values for the individual 
patient defined by health professionals enables the automation of the triage. Thus, 
the nurse can quickly sort out measurements that requires attention and action. 
However, manual work to verify the measurements is also necessary and if the 
measurements are in a red or yellow zone, they make a phone or video call to the 
patient to clarify the situation. The nurses also use various data sources to assess 
and clarify the situation as explained by a nurse at the follow-up centre:

“You must have the skills to compare different measurements and different information against 
each other. As I said, you have measurements, you have the question forms and, in addition,  
you have previous reports from the electronic patient record (EPR). So you have to be able to  
combine a lot of information, and work from that. Then you must be very systematic with the 
assessment you make, and not just, oh, you have high blood pressure, now you have to go to 
the hospital” (…) You must be able to interpret and be somewhat critical of the measurements.  
I always ask the user; How did you do the measurements? Did you dry your finger when you 
measured your blood sugar? Was your finger cold when you used the pulse oximeter? We must 
remind them of such things all the time”.

A statement from the Norwegian Medical Association also illustrates this issue:
“What does it mean that blood pressure is high? The interpretation differs according to how the 
pressure is measured, the situation the patient is in and whether it is measured in a special 
situation or routinely. Context can disappear by focusing only on individual parameters”.

8



These quotes illustrate how different types of data are used to analyze and validate 
patient-reported data, which in turn forms the basis for decisions in practice. The 
user interface in the platform provides a graphical overview of measurement data 
that gives the nurse a good overview of trends that provides an overview of the 
clinical situation over time. All this type of interpretation and assessment work of 
data requires both professional knowledge and digital skills:

“you need the best of the best. Firstly, because you have so many different fields that you 
should  know  something  about.  The  second  is  that  you  don't  see  them,  you  have  to 
communicate with them via chat or phone, so there is something about ... you can't see and 
feel, and you have to use completely different senses than what you are used to as a clinician 
(...) I think there will be a specialization within a few years”.

Another nurse highlighted a similar issue:
“I would never put a newly graduated nurse to work on this because it requires experience, you 
must be able to examine patients and you must be able to recognize symptoms”. 

As briefly outlined above, digital follow-up includes different types of data work 
and involves a combination of automated processes and human work. They have 
gradually configured the new practice and organization of digital follow-up. So 
far, the municipality has established telemonitoring centers that are located close 
to home care in the districts that have adopted digital remote care. However, in the 
further scaling to new districts, they are considering a common telemonitoring 
center, as explained by a project nurse in the municipality.

“There are advantages and disadvantages to all types of organization. If you have a common 
one, it may be cheaper to operate, but then you lose the closeness to the user that you have if it  
is  local,  where  you  may  work  more  interdisciplinary  together  with  physiotherapists  and 
occupational therapists and other groups, which you lose if there is a large common center .... 
so that is the assessment you have to make, but there is something about the fact that at a larger 
center you can have nurses who have more specialized expertise.”

Digital remote care is used in a similar way in the hospital, but modifications and 
adaptations of data to many different clinical pathways are an ongoing process in 
the scaling of the digital solution. A lot of preparation data work is also required 
in this context and the scaling of digital follow-up at the hospital is organized by a 
team at the IT department that guides superusers in the various departments as 
explained by a member of the team:

(…) we talk about the process and then we have a phase where we discuss how we work today 
and then we have a phase where we look at how we want to work, and then all the good ideas 
come to the table and many good discussions”.
The superusers play a key role in this process by developing data and care 

procedures,  training  employees,  and  providing  input  to  the  team  when 
modifications are needed.  The digital follow-up of the patients is carried out by 
the nurses at the wards and the frequency of the interaction depends on the course 
of the illness. For example, children with newly diagnosed diabetes are followed 
up at home hospitals for children. The initial treatment starts when the child is 
physically admitted to the hospital. They are then offered the opportunity to be 
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transferred to the home hospital for further follow-up until blood sugar level is 
stabilized. In this case, the patient uses a sensor that continuously measures blood 
glucose in the tissue under the skin and the values are automatically transferred to 
an app on the mobile phone. The patient manually enters the blood glucose values 
from the  measuring  device  into  the  digital  platform,  as  well  as  answering  a 
questionnaire  about  carbohydrate  intake  and  insulin  dose.  The  nurse  thus  has 
access to patient-reported data in the digital solution instead of having to travel to 
the patient's  home to collect  data.  In  addition,  asynchronous and synchronous 
messaging is regularly used in this context.  For example, chat functionality is 
regularly used to clarify issues and inform patients about assessments that have 
been. The messages are also stored in the system and thus provide a historical 
overview of the interaction between patient and nurse which is used in the further 
assessment. In addition, synchronous communication such as video is used if the 
patient/relative needs guidance in the use of medical equipment and so on. The 
patient and relatives receive close follow-up for several weeks until they are able 
to manage the disease and are then followed up by the pediatric outpatient clinic 
until they are 18 years old and then at the endocrinological outpatient clinic. 

Traditional follow-up at the outpatient clinic has been two consultations a year; 
one with a doctor and one with a nurse. One of the main challenges has been that 
many patients  did  not  attend the  agreed appointment,  and the  digital  solution 
enabled a more needs-driven follow-up instead of calendar-driven consultations. 
Patient-reported data from measurement devices and questionnaires are also used 
in this context and they act on yellow and red alerts. In the assessment of patient-
reported measurements, a specialized software is also used which provides more 
detailed data and trends of glucose values. In addition, the chat functionality in the 
digital solution is used to clarify the situation as stated by a nurse:

“It works brilliantly and clarifies many things continuously where we would normally receive 
by phone calls that would have taken much more time”.  

This example illustrates that, in the various contexts of use of remote care, several 
self-management tools have been used to ensure that relevant patient-generated 
data is available in the digital solution, and consequently for clinical assessment. 
It also shows the configuration and reconfiguration of data work needed to make 
sure  the  generated  data  is  adjusted  to  the  contextual  conditions  of  the  care 
situation. 

Reconfiguring data work to maintain continuity in the illness 
trajectory

The digital remote care platform is mainly used by nurses as the follow-up of 
patients  is  one  of  the  nurses’  primary  tasks.  However,  interdisciplinary 
collaboration  and  collaboration  across  healthcare  providers  in  this  context  is 
important to ensure continuity of care as good follow-up of the care pathway. Our 
informants report for instance that the use of digital remote care has increased the 
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interaction between the municipality, the GPs, and the hospitals. A nurse in the 
municipality stated that:

“My experience is that we sit in the middle and fill a gap that has been there for the chronically 
ill patient”.

As mentioned, the nurse collaborates with the GP in preparing self-care plans, 
questionnaires, and threshold values for measurements. These guide and structure 
the data generation tasks. However, digital data, once generated by patients and 
received  in  the  remote  care  system,  are  still  difficult  to  share  further.  While 
information is shared via electronic messages between the municipality, the GP 
and the hospital, these are not integrated with the remote care system. The lack of 
integration results in additional work where data have to be copied and re-entered 
as explained by a nurse: 

“It is not smoothly to use, to punch in measurements for a month”.
Another challenge is  the formatting of electronic messages,  as explained by a 
project nurse in the municipality:

“It works, you get the message across, but even if it looks fine when I send it from our EPR 
system, there is something about the formatting, the message can look completely different 
when it is opened at the GP or the hospital. Then it can be messy and very difficult to read, so 
visually there is room for improvement”.
Some of the issues mentioned above illustrate the need to reconfigure data 

sharing between actors involved in digital  remote care to ensure continuity of 
care. Our informants mentioned an ongoing project in the municipality to figure 
out how internal and external interaction can be improved in this context. Internal 
interaction is described as ‘almost resolved’, as the data produced in the digital 
remote care solution have recently become available in the EPR system in the 
municipality. The project is now working on sharing measurement data with GPs 
and hospitals. This work is quite complex and involves the IT provider, healthcare 
professionals  and  lawyers  to  understand  how  data  can  be  shared  to  meet 
healthcare  needs  as  well  as  legal  requirements.  Thus,  there  is  an  ongoing 
reconfiguration of  data  work for  continuity  of  care  among GP,  hospitals,  and 
municipal care. 

Health  professionals  at  the  hospital  have  experienced  similar  challenges  in 
ensuring data sharing for continuity of care. For example, clinical notes produced 
in the digital remote care solution are still transferred manually to the EPR system 
used at the hospital. Furthermore, several advanced measurement devices are used 
at  the  hospital  but are  not integrated into  the digital  remote care  solution for 
digital follow-up. For example, sensor technology is used at the endocrinology 
outpatient  clinic  to  monitor  the  patients'  blood  sugar.  However,  the  lack  of 
integration of these devices with the remote care solution means that they use two 
different  types  of  devices  generating  data  in  the  follow-up of  the  patient.  To 
integrate the hospital devices with the remote care solution is a complex effort 
involving the hospital IT-department and two vendors. An employee at the IT 
department describes this issue as follows:
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“There  is  a  flora  of  applications  and  systems  emerging  in  this  area,  and  it  is  clear  that  
"packaging" it to both health professionals  and patients in a way that means that you do not 
have 6-7 apps, but that you still have the opportunity to use different types of solutions for 
different types of use  (…) we see this  as our foremost task - to be able to stitch this together 
in some sensible way”.

The implementation of remote care in the municipality and the hospital context is 
not only about generating data, but also sharing across technologies and contexts 
of  use  supporting  the  collaborative  work  for  remote  care.  As  remote  care 
technologies are novel in this case, the technical integrations are still not in place 
and data have to manually be copied, pasted, sent and shared to ensure continuity 
of care for patients.

Discussion
In this paper we address the research question: how is data work configured and 
re-configured in the scaling of remote care? To address this question, we have 
used  the  notion  of  reconfiguration  as  an  ongoing  accomplishment  (Suchman, 
2007) to study the data work of participants in the implementation and scaling of 
remote  care.  Our  study  shows  the  ongoing  reconfiguration  process  involving 
modifications and adjustments to ensure the reliability and trustworthiness of data, 
effectively  utilize  patient-generated  data  in  clinical  assessment,  and  maintain 
continuity throughout the illness trajectory. 

Through data work reconfiguration, the nurses experiment how to make the 
solution work in specific contexts of use. Our data show for instance how the 
nurses adapt and modify the questionnaires to make sure they capture relevant 
data to inform care decisions. In addition, our study shows how, as the solution is 
scaled to novel contexts of use, this work varies in different contexts, for instance 
the  way  nurses  work  with  configuring  the  questionnaires  varies  in  the 
municipality and in the hospital, and for different patient groups. However, this 
data work is explorative, not given or decided a priori. The nurses experiment data 
in relation to the data generated by patients and collected and displayed by the 
system. Data work is thus not just set as the system is taken into use, but data 
work is experimented upon and transformed by the specificities of the context, of 
the  patients’  group,  of  the  work  practices  and  of  the  existing  sociotechnical 
arrangements in place. We contribute to the emerging research on data work in 
healthcare (e.g. Bjornstad and Ellingsen, 2019, Fiske et al., 2019, McVey et al., 
2012, Pedersen and Bossen, 2024) with insights into the experimental, context 
dependent and provisional nature of data work.

We also stress the collaborative aspect of data work by showing how data work 
is  collaborative  as  it  takes  place  in  the  collective  interpretation  and  meaning 
making  of  data.  Collaborative  data  work  refers  to  the  collective  efforts  and 
processes involved in managing, analyzing, and utilizing data in the context of 
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remote care. Our findings show the many instances in which nurses strive for data 
standardization.  However  our  findings  also  show  the  tension  between 
standardization  and  flexibility  characterizing  data  work.  On  the  one  side,  the 
nurses recognize the importance of personalizing and adjusting data collection 
(via e.g. questionnaires) to the specific characteristics of patients, while on the 
other side sharing data across levels of care and healthcare organizations requires 
standardization. As Berg and Goorman  (1999) point out,  health information is 
entangled  with  its  context  of  production,  and  work  is  required  to  make  data 
mobile and suitable for accumulation and further re-use and analysis. The nurses 
work with data both in the context of production, to make sure the generated data 
are reliable, and for other contexts of re-use for continuity of care. In conclusion, 
our  study  emphasizes  the  critical  role  of  reconfiguring  data  work  in  the 
implementation and scaling of remote care. 
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of distributed work). The review highlights three tensions associated with the development of
folksonomies in crowdsourcing. The first problem is who has the power to decide on adopted
terminology. Second, different users of the language may have different needs. There might
be tension if people tagging objects are not the same as those using these tags to search for
content. Finally, projects need to decide when to intervene to maintain a balance between a
stable ontology and the ability of the project to accommodate ongoing changes. We illustrate
these considerations by comparing how they are handled in the story-sharing site Archive of
Our Own, the citizen-science project GravitySpy, and the photo-sharing site Flickr.

Introduction

Members of distributed groups face challenges in achieving coordinated action. In
this setting, the development of a shared language (i.e., specialized terminology used
to describe the shared work and work situations) plays an essential role in supporting
the coordination of group members’ practices (Crowston and Kammerer, 1998).
Without a common interpretive schema, individuals with different backgrounds may
interpret situations and tasks differently, hampering collaboration and communication
(Dougherty, 1992). For instance, the citizen-science project Snapshot Serengeti, in
which volunteers identify the species of animals in pictures from African camera
traps, would not work if every volunteer had their own names and definition of animal
species. In this case, the shared language to be used is set by external authorities, i.e.,
the definition of species is given by zoologists to the citizen science volunteers. In
many other cases, though, a shared language needs to emerge from the community’s
practices, e.g., the description of a novel species from the point of view of working
zoologists. However, in highly distributed environments, individuals may have few
opportunities for informal discussion and mutual observation that can foster the
development of shared language and interpretive schemas.

To explore the bottom-up development and use of shared language in highly dis-
tributed work arrangements, we examine a specific kind of shared language, namely
folksonomies, in a specific kind of distributed work, namely crowdsourcing. Both
terms, crowdsourcing and folksonomy, are portmanteaus, bringing together crowd
and sourcing and folk and taxonomy respectively. The notion of crowdsourcing was
popularized by Howe (2010), who defined it as outsourcing of functions to an unde-
fined (and generally extensive) network through an open call. Folksonomy refers to
user-generated classification methods in which users collaboratively generate open-
ended labels (also referred to as “tags”) to categorize content (e.g., web resources,
photos, citizen science data, and other online material to facilitate retrieval and use
(Bullard, 2019; Noruzi, 2006; Trant, 2009). The decentralized nature of crowdsourc-
ing and the bottom-up nature of folksonomy development provides a lens into the
development of shared language in distributed work.

The specific goal of this paper is to review different strategies (i.e., what
decisions to make and when) for supporting the development of folksonomies to



better understand the impact of different decisions for promoting the development of
a shared language in crowdsourcing settings. The paper’s novelty is to take a
project-management perspective by identifying three key questions about how a
project is run that need to be addressed and discussing factors that weigh on those
decisions. We start by reviewing the existing literature on crowdsourcing and
folksonomies as a basis for identifying specific strategic questions to be investigated.

Literature review

Crowdsourcing and shared language

Crowdsourcing is a model for collaboration that uses information and communica-
tion technologies to access human effort to solve complex problems. In different set-
tings, crowdsourcing has been called peer production, user-powered systems, user-
generated content, collaborative systems, community systems, social systems, so-
cial search, social media, collective intelligence, wikinomics, crowd wisdom, smart
mobs, mass collaboration and human computation (Doan et al., 2011). Crowdsourc-
ing has been applied in a wide variety of business and academic domains. For in-
stance, in academic research, working scientists employ crowdsourcing (in this set-
ting called citizen science) to harness the efforts of amateur volunteers towards sci-
entific tasks including developing research questions, collecting data, analyzing data
and writing up results (Bonney et al., 2009). For example, the Galaxy Zoo citizen
science project asks volunteers to review images of galaxies and report on their mor-
phological and evolutionary features (Fortson et al., 2012).

In many crowdsourcing projects, participants work independently. However,
when the tasks carried out by different workers are interdependent, a common
language is essential to support effective coordination. The literature on shared
language reveals that “language practices are instrumental in creating the norms of
behavior of particular online groups” and “these norms function to provide
sociability, support, information and a sense of collective identity” (Lam, 2008).
When shared language is achieved, it provides benefits such as improved language
quality, conversational grounding, retention, community sociability and support, and
a sense of collective identity (Lam, 2008).

While a shared language is a common need, the characteristics that define many
crowdsourcing projects make it challenging to achieve. First, the crowd’s composition
may influence a project’s ability to achieve a shared language. As most crowdsourced
projects recruit members through open calls, the resulting “crowd” may have diverse
educational attainment and expertise. For instance, a Galaxy Zoo volunteer without
the requisite training or educational background may struggle to comprehend the
language used by working scientists or more advanced contributors, limiting the
types of tasks that they can conduct.

Second, there can be issues with the evolution of a project’s language. Partici-
pants may learn the language at a different pace, meaning that the language is discor-
dant across the project. Newcomers who join a project during its later stages may



struggle to make sense of the project’s emergent language. As Feinberg (2006) ar-
gues, aggregates of individual language and democratic decision-making processes
are not necessarily ‘cohesive’ collaborations. Feinberg points out that a project’s lan-
guage can become increasingly complex and incoherent as data increases and indi-
vidual motives and collective goals are accounted for. These challenges will be exac-
erbated if there are no training materials from which to learn the language.

Finally, the governance structure adopted by projects may lead to uncertainty
about the appropriate source of the language to be employed in the community. While
some projects may have a hierarchical governance structure in which a few pre-
selected persons fill leadership roles, many members can evolve their responsibilities
and take on new roles to sustain the community. If decision-making power about
the appropriate language is decentralized, contributors may not know from whom
to take linguistic cues or even perceive a need to adapt their language. As a result,
projects may lack processes for adjudicating new language in the project.

Folksonomies

A folksonomy is a user-generated classification and information-retrieval method
with three characteristics (Peters and Weller, 2008; Bullard, 2019; Trant, 2009).
First, folksonomies constitute collaboratively-generated work by large and
distributed groups as part of their ongoing tagging of objects, collections and
searches in Internet-based platforms. There is a grass-roots element to the
production and use of folksonomies where the tagging practices and resulting
folksonomies service emerging communal purposes. Second, as a common use of
tags is to facilitate search and retrieval, tags need to serve the needs of both
individuals trying to organize their own materials and searchers looking for
materials, so content created or tagged by one user can be found by others. Third,
the set of tags is often open-ended, so the size to which and speed with which
folksonomies grow can defy the temporal rhythms of traditional knowledge
organization systems.

Folksonomies can be contrasted to formal knowledge organization systems
(KOS) and computational approaches to information organization (Bullard, 2019).
On the one hand, the controlled vocabulary associated with a formal KOS is
developed, applied and controlled by experts and is typically structured and stable
(Hjørland, 2008). On the other hand, computational approaches generate search
terms algorithmically, which reduces the need for expert labor. These approaches
benefit from large corpora for analysis (Zhitomirsky-Geffet et al., 2016). However, a
social process is still needed to transfer the generated terms into practice.

Enabling online users to contribute labels or tags for personal and shared
information organization and retrieval has gained attention in a range of fields. The
library, museum and archives community have experimented with folksonomies in
an effort to broaden the voice and engagement of their community and stay current
(Trant, 2009; Yi and Chan, 2009; Stewart and Kendrick, 2019; Lu et al., 2010).
These communities also have studied existing folksonomies to produce accurate



metadata to apply to collections (Dieckman, 2022). Education has also shown
interest as part of an effort to improve the searching of networked resources in ways
that support both collective and personalized uses (Miller, 2005). Folksonomies have
also been studied for geo-spatial mapping (Mocnik et al., 2017), healthcare (Smith
and Wicks, 2008), multimedia (Zheng et al., 2016), ecommerce recommendation
systems (Mao et al., 2021) and finance (O’Leary, 2015). This broad interest has led
to a proliferation of overlapping terms for the concept. Trant (2009) finds other
terms describing aspects of this phenomenon, including social tagging and social
classification (Landbeck, 2007), community cataloging and cataloging by the crowd
(Chun and Jenkins, 2005) and ethnoclassification (Walker, 2005).

Folksonomies in crowdsourcing

Next, we discuss how folksonomies work in crowdsourcing settings to illuminate the
processes by which shared language can emerge in distributed work settings. Folk-
sonomies emerge from individual and communal practices that involve the tagging
of individual objects and the creation of object collections. Figure 1 summarizes the
core elements in this process as conceptualized by Jackson et al. (2018). Starting
in the upper left, by tagging (or tagging) individual items, participants seek to as-
sign them meaning. For instance, an author may seek to tag the genre or topic of a
story they have read. As they tag multiple items, they may seek to be consistent in
the tagging so that the tags can serve to connect related objects, e.g., all of the cozy
mysteries in a particular setting. Through this process, individuals gradually create
their own ‘personomies’, that is, a categorization system unique to their own prac-
tices (upper right). Multiple purposes can drive the development of personomies, as
individual tags do not necessarily refer to the content of the objects but can also de-
note author, origin, data form, work process or context-dependent characteristics of
the object salient to the individual (Macgregor and McCulloch, 2006). Ames and
Naaman (2007) find that individuals have four main motivations to tag items in so-
cial tagging systems, including self organization, self communication (i.e., to reflect
and keep track of daily life), social organization (i.e., creating a shared collection)
and social communication (i.e., sharing opinions about a specific item). For instance,
it is not uncommon to find self-directed tags, such as “to read.”

Single Objects Collections of Objects
Individual Object tagging →

↓
Personomy

↓
Collective Object-tagging consensus ↔ ↔ Folksonomy

Figure 1. Folksonomy creation process.

At the collective level (lower left quadrant in Figure 1), multiple users examining
an object may strive to reach an agreement about the most appropriate tags to describe
it. Agreement on tagging may come through discussions about a particular object or



more directly when one individual mirrors the observed practices of others and so
applies the same tag. When visible to others, individual tagging practices may serve
as a guide for other’s practices.

Finally, folksonomies (the lower right quadrant) take shape as personomies and
collectively-agreed-upon tags accumulate over time. Discussions about these tags
may further facilitate consensus by allowing individuals and groups to base their
tagging on previously-shared tags. Contrariwise, a developed folksonomy provides
the basis for group members to coordinate their tagging and improve retrieval of
relevant objects in their searches, meaning that the flow between the lower left and
right quadrant goes in both directions.

Unfortunately, the free-tagging practices feeding the production of folksonomies
rarely achieve a coherent and structured ontology. Instead, most folksonomies are
Peters and Weller (2008) called “tag gardens,” each tag like a plant growing wild.
A few tags may receive much attention, but others still proliferate (i.e., a long-tail
distribution (Munk and Mørk, 2007)), yielding an unruly and overgrown garden.
Research has revealed specific shortcomings of folksonomies (Al-Khalifa and Davis,
2007; Lee and Schleyer, 2012; Aurnhammer et al., 2006; Guy and Tonkin, 2006;
Spiteri, 2007). Terms may be spelling variants, abbreviations, initialisms or acronyms,
synonyms, compound tags where two words are joined or duplicate generic and
specific names for a concept. Terms may also be ambiguous by using neologisms,
slang, jargon (Spiteri, 2007) or even tangential humor (Price, 2019). A person’s or
group’s use of tagging strategies may change over time (Begelman et al., 2006) or
subcultures may form as smaller groups develop vocabularies to serve their particular
interests (Rafferty and Hidderley, 2007).

A number of techniques have emerged to manage the messy nature of emerging
folksonomies and overcome some of their shortcomings. Peters and Weller (2008)
refer to these as “gardening techniques” that re-engineer folksonomies to make them
more productive for broader use. These interventions target different parts of the
process (see Table I). First, some strategies attempt to guide individuals in tagging
(upper left side of Table I). For instance, as a user enters a term, the system can spell
check or auto-complete suggestions from the existing folksonomy (Bullard, 2019;
Munk and Mørk, 2007). Price (2019) describes a post hoc disciplinary technique
generated by human domain experts judge tags based on literary, scientific, user or
ethical “warrant.” Some sites use word clouds to call attention to popular tags to help
guide individuals in their selection process, though this approach risks promoting
tagging driven by imitation as opposed to thoughtfulness (Munk and Mørk, 2007).
Other strategies include computationally-derived suggestions for tags (Razikin et al.,
2011), e.g., using centrality in a network of tag co-occurrences (Price, 2019).

Second, strategies can attempt to shape the personomies that feed many
folksonomies (upper right quadrant). Curiously, we find few examples of such
functionality, beyond simply listing tags used and enabling searches for items that
use a tag. One could imagine allowing individuals to easily review and curate their
own collection of tags, e.g., to easily change the name of a particular tag. Likewise,
it might be useful for people to compare their personomies with other personomies



Single objects Collection of objects

Individual • Autofill
• Spell check
• Knowledge

Organization System
(KOS) suggestions

• Computationally
derived suggestions

• Personomy management

Communal • Object tagging
consensus reached in
Talk and Discussion
forums embedded in
the tagging process

• Expert curated
• Computational processes:

– Word Clouds and other
visualizations

– Computational techniques to
find clusters, tag-networks, readable
dictionaries, etc.

• Community curated by:
– Any contributor
– Curators identified by algorithmic

reputation
– Volunteer curators selected and

trained

Table I. Gardening techniques and the focus of their interventions.

or a shared folksonomy.
Third, a number of efforts strive to facilitate communal consensus as part of

the classification process for individual contributions (lower left side quadrant). For
instance, on the citizen science platform Zooniverse, participants can see what tags
other users have applied to particular objects and engage in a conversation about
their tagging in discussions of tags in the Talk and Discussion fora.

Finally, some gardening techniques intervene at the folksonomy level and
approach the whole folksonomy as a raw material from which to derive a structured
knowledge-organization system (lower right-side quadrant). The folksonomy review
can be driven by experts, computational techniques or the user community. An
expert-driven approach employs professional knowledge organization designers to
review the folksonomy and revise descriptors (Syn and Spring, 2013).
Computational techniques attempt to transform folksonomies into coherent
taxonomies and ontologies. Clustering, matching algorithms, machine-readable
dictionaries and tag networks have all been explored as possible ways to process
folksonomies (Tsui et al., 2010). Others take existing tags and apply machine
learning algorithms to find similarities post hoc (Mao et al., 2021; Dieckman, 2022;
Zhou et al., 2023). These computational approaches worked well with large corpora
and ongoing changes to folksonomies and reduced the need for expert labor
(Zhitomirsky-Geffet et al., 2016).



Finally, on some platforms, the user community structures unruly folksonomies.
Bullard (2019) describes three empirical cases that, in different ways, divide up the
work to make changes to the folksonomy.

• In the project LibraryThing, users not only develop a database of books but also
curate a folksonomy of tags applied to the books. Any user can edit tags, for
instance, by combining synonymous tags, separating wrongly combined tags
or calling a vote to reach a communal decision on important tags. LibraryThing
keeps track of tag names’ provenance so users can review the history of a term
and what changes have taken place in the past. Equally important, the revision
process does not change the original tags on a book or user’s page. Only on
site-wide retrieval do the combinations of terms come into play. In other words,
personomies and folksonomies maintain separate but interrelated lives.

• In Stack Overflow, a question and answer site for programmers (with spinoffs
for many other domains), incoming questions can be given tags to describe
the topic of the question to help steer them to the right person to answer them.
While any phrase can be used as a tag, terms can be noted as synonyms so
that divergent terms get replaced. The system assigns the right to edit the
folksonomy of tags to users with high algorithmic “reputation” whom the
system has judged as good contributors. Members of this group can decide to
merge or separate tags (Bullard, 2019, p. 647).

• A more selective approach to who gets involved in folksonomy editing can
be found on Archive of our Own (AO3), a site that offers a noncommercial
and nonprofit host for fanworks (e.g., stories set in fictional universes using
those characters, e.g., a story set in the world of Harry Potter). On this site,
a few hundred volunteers who have completed a recruitment and training
process curate the site’s folksonomy. Once appointed, these “tag wranglers”
have significant autonomy to manage their assigned section of the folksonomy
(Bullard, 2019, p. 647).

Three tensions in folksonomy development

From the literature review, we identify three tensions that arise when promoting
development of a folksonomy in a crowdsourcing setting that go to the core of
shared language development. A first tension regards who has the power to decide
on adopted terminology. As noted above, in many settings, power is centralized and
an authoritative shared language can be imposed on group members. In the absence
of authority, different users may strive to control the language used. Or, it may be
that there is no need for consensus on tagging meaning that there is no movement
from individual to collective in Figure 1 beyond simple aggregation.

Second, in distributed work settings, different workers may have different needs
for the shared language. In the setting of folksonomies for crowd work specifically,
we see a tension between the needs of users who tag content to classify it for their own
purposes and those who use the tags to search for content, i.e., between individual
and collective needs (upper vs. lower portions of Figure 1).



A final related tension has to do with temporality, i.e., when in the work process
shared knowledge plays a role. Does it make more sense to seek to apply shared ter-
minology at the time of tagging an object (left side of Figure 1) or later in the pro-
cess when there is a collection of tagged objects (right side of Figure 1)? These deci-
sions relate to the needs for stability and dynamism. On the one hand, an advantage
of folksonomies is that they can be dynamic, changing as work practices shift and
thus accommodating a changing situation. On the other hand, changes can be disrup-
tive to the use of folksonomy terms, so users may prefer some degree of stability.

These tensions led to the three strategic decisions we address: (1) How does
a project allocate authority to make decisions about the folksonomy and support
that authority? (2) How does a project weigh the support for those who develop
terms (i.e., tagging objects) versus those who use the tag? (3) When does a project
intervene in the work process to promote the development of a shared language?

Method

We addressed our research questions through a multiple comparative case study of
three online communities: Gravity Spy1, Archive of Our Own (AO3)2 and Flickr3.
These three were chosen because they span a range of practices related to
folksonomies, as well as addressing different users and different scales.

• Gravity Spy is a citizen-science project hosted on the Zooniverse platform. In
this project, volunteers classify “glitches” or noise events from the Laser In-
terferometer Gravitational-Wave Observatory (LIGO). Most volunteers clas-
sify glitches into classes identified by LIGO scientists but advanced volunteers
seek to identify novel classes of glitches, tagging them with new terms.

• AO3 is a fanwork sharing site, introduced above. Contributors of stories tag
them to identify the content while tag wranglers connect the applied tags to a
site-wide folksonomy to facilitate searching for stories.

• Flickr is a commercial site hosting photographs and some video. Photos can
be grouped into albums but also tagged by the poster, e.g., for content, setting
or some other purpose and these tags can be searched for.

For each site, we provide contextual illuminations of participants’ practices
through virtual ethnography (Hine, 2008; Østerlund et al., 2020). Virtual ethnography
adapts traditional ethnographic methods, such as participant observation and in-
person interviews, to studying online communities. Each author has been a participant
in one of the projects for several years and has contributed to the project classifying
and searching for data, stories or pictures, and reading and posting in discussion
fora. As participants, we created user accounts, completed requisite training (if any),
created tags, and read and contributed to project discussions over the course of the
project. For instance, one author has served for years as a tag wrangler on AO3. We

1 https://www.gravityspy.org/
2 https://archiveofourown.org/
3 https://flickr.com/



used our position as observers to build knowledge about how volunteers and site
users engage with folksonomies. We analyzed the process we identified to determine
how they mapped to the categories in the theoretical framework. In other studies (e.g.,
Bullard, 2019; Jackson et al., 2018) we interviewed volunteers about their work on
folksonomies. Those interviews provide additional background for our investigations
rather than being a primary source for this article.

Findings: Tensions and decision points in the develop-
ment of shared language

From our participant observation, we have identified user practices and system fea-
tures that indicate how the three different project have addressed our three questions.
We discuss each in turn.

Allocation and support of power

Gardening a folksonomy can be trusted to different participants in the community.
Assigning gardening tasks allocates the power to shape the communal language. For
instance, some projects take a laissez-faire approach where anybody can edit the
language, others choose a democratic strategy involving voting and others have a
small group of experts who make the final decisions on shared terminology. However,
the allocation of power needs to be supported by technical features for exercising it.

In Gravity Spy there are two sets of tags and power is exercised differently over
the them. Most volunteers classify glitches into the classes defined by the science
team, as shown in Figure 2. The science team retain the final decision on what
terms get included in the recognized list of tags. If volunteers think a new glitch
class should be added, they need to go through an approval process that includes the
submission of a document detailing the glitch morphology, tags associated with this
glitch on Talk and example images. Science team members then review the proposal
to investigate the glitch class further before they decide if it should be included in
the classification system (Zevin et al., 2024).

Separately, advanced volunteers tag glitches that do not seem to belong to an
existing classes, creating new tags in Talk as they do so. These efforts take place on
the Talk board, as shown in Figure 3, and are largely self-managed. A few moderators,
selected from the active volunteers by the science team, monitor the discussion and
help answer questions and moderate conflicts (what Crowston and Fagnot (2018)
would describe as meta-contribution, contributions that enable others to contribute
more effectively). However, moderators hold little power to sanction or shape other
participants’ tagging behaviors. Volunteers are free to develop and maintain their
own personomies and to use or ignore the developing folksonomy. Nor have the
project scientists organized any effort to garden these tags. As a result, the emerging
folksonomy is unruly and suffers many of the shortcomings associated with open
folksonomies. Furthermore, the Zooniverse platform does not provide functionality to



Figure 2. The Gravity Spy classification interface, with a glitch spectogram on the left and the
scientist-approved tags on the right.

Figure 3. The Talk page for a particular subject showing how a tag (in this case, #1080Hz at the bottom
right) can be applied to label glitches that do not seem to fit an existing class. The Zooniverse platform
supports searches for discussions including a tag, e.g., by clicking on the link in the comments.



manage a folksonomy. For instance, even if moderators were to settle on a preferred
tag, there is no easy way to update tags previously applied to objects, to indicate that
tags are synonyms or to mark a tag as preferred or not.

AO3 has bifurcated the power to tag individual objects and to manage the
folksonomy. Individual users generate and own the content and the tags they apply
and any personomies they develop are not edited by others. However, at the
folksonomy level, approximately 200 “tag wranglers” (out of 6,698,000 users) have
power to merge, separate and hierarchically organize tags to develop a coherent
folksonomy that supports searching. The system provides functionality to support
this process, e.g., to indicate which terms are synonyms and which should or should
not be auto-completed when tagging, as shown in Figure 4. Further, the project has
developed extensive policies to guide the process.

In Flickr, contributors are the owner of their data and generally are the only
ones who have authority to tag their photos, as illustrated in Figure 5. They may
choose popular tags to make their photos more readily searchable by the community
or instead use tags with personal meaning. There is no authority nor any specific
process or system support to curate the folksonomy or to clean up the tags to maintain
controlled vocabularies. In the framework of Crowston and Fagnot (2018), there is
no possibility for meta-contribution to Flickr.

Supporting taggers or searchers by developing consensus

Supporting the development and use of a folksonomy must consider who tags objects
versus who uses tags to search for objects. If it is the same person tagging and
retrieving, different gardening techniques may be more appropriate than if tagging
and retrieving are done by different people.

In Gravity Spy, most users classify glitches into classes defined by the science
team, supporting the science team’s use of the tags for searching for instances known
types of glitches. The Zooniverse platform makes building such a classification
system straightforward. In contrast, the tags created by advanced volunteers for novel
glitches mostly serve these volunteers, as science team members do not engage with
them unless called upon to do so. There is some communal usage, e.g., one advanced
volunteer looking for images tagged by another, but such activity is limited. The
focus for building consensus is the development of proposals for new glitch classes,
which a handful of active volunteers undertake through discussion on the “New
Glitch Classes” Talk board, which has had 18 contributors out of 33,739 volunteers
to the project.

Archive of Our Own (AO3) primarily faces outward. Authors tag contributions
and volunteers curate the folksonomy to increase the retrievability of contributed
content. For readers, tags are both a retrieval and filtering tool; given diverse tastes in
the community, an important application of tags in the folksonomy is the application
of the Boolean NOT to eliminate unwanted topics. Similarly, avoiding the gardening
technique of editing the tags that individual users assign to a contribution is consistent
with the community value of creative freedom. Instead, the tag wranglers attempt



Figure 4. The AO3 new work interface showing autofills populated by tag wrangler-approved tags.

Figure 5. The Flickr interface showing how tags can be applied to a photo. The popup includes
previously used tags.



to fit the contribution into the existing folksonomy by equating terms to improve
retrieval. Tag wranglers make their decisions independently, but strive to identify
the consensus of contributors about the meaning of tags. They can also discuss
problematic issues with other tag wranglers in private discussion fora.

In contrast to the previous examples, Flickr, a photo sharing site, seems to pri-
marily support individuals’ tagging, though with unclear benefit. Individuals can ap-
ply tags to organize their collection of uploaded pictures, but they can also sort them
into albums. There is little or no attempt to have contributors reach a consensus on
tags for a specific photo or to agree on an overall organization scheme. As in Grav-
ity Spy, one can find discussions regarding appropriate tags, but it is likely that few
users have seen them or feel motivated to follow them. As a result, the support tags
provide for searching is compromised, since there is promise of neither precision
(finding only relevant images, since they may be tagged indiscriminately) nor recall
(finding all relevant images, since they may not be tagged consistently).

When in the process and how is stability maintained?

Finally, projects face a choice of when to intervene in the process to maintain the
stability for the folksonomy. Specifically, a project can promote gardening techniques
as new contributions are tagged or later in the process at the collections level.

In Gravity Spy project, one finds two levels of stability and temporality. In the Talk
and Discussion forums, the speed of change is high and there is little or no attempt to
keep a stable folksonomy. However, at the project level, changes to terminology come
slowly and effort is put into maintaining a stable and lasting classification system
that has been vetted not only by volunteers but also by expert science team members.
Unfortunately, the review process is time consuming and so LIGO scientists have
been able to examine only a few of the proposals generated. As a result, there is a
struggle to keep the recognized list of glitches in line with changes in the detector
that fix some glitches but yield some new ones. This being said, the team behind
Gravity Spy have discussed if they should promote more structured tagging practices
at the point where individuals tag an object in Talk. They have considered autofill,
spell-check and computationally-derived suggestions that would help volunteers
compare their own tags with existing tags. However, the Zooniverse system would
need to be updated to support these functions.

During tagging, users in AO3 do not seem to attempt to maintain stability. Users
may infer tagging conventions from autofill suggestions, as only tags established by
tag wranglers appear in such suggestions, though there is no obligation to follow
them. However, stability is maintained at the folksonomy level, as a select group of
trained participants links synonymous terms, differentiates homographs and
establishes relationships among terms. As the system preserves users’ original tags,
the provenance of the terms is maintained.

In Flickr, when individuals tag images the system suggests previously used tags,
which individuals can choose to accept or decline. In other words, there is limited
effort to maintain stability for a particular user, but not across multiple users.
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Our findings are summarized in Table II.

Discussion

The development and maintenance of folksonomies offer a window into the process
of building and maintaining a shared language in highly distributed groups and in
particular crowdsourcing settings. While many efforts to develop shared terminology
take a top-down approach where experts promote official knowledge organization
systems, folksonomies allow us to consider bottom-up approaches where the
language develops over time and may serve diverse purposes. Furthermore,
folksonomies allow us to determine how different crowdsourcing projects may
develop different structures of legitimation and authority over the emerging ontology.
Different projects face different users and objectives and so make different decisions
about how to address challenges in supporting folksonomies. For each of the
questions addressed above, we summarize across the projects and identify factors
that influence choices.

First, who gets to decide on adopted terminology stands as an important problem.
However, it is not a simple choice between a top-down or bottom-up approach.
Projects like AO3 allocate power to both individual contributors and a selective
group of trained participants but at different points in the process. By doing so,
they give individuals free range to name their objects but allow the community
to develop authoritative structures facilitating search and retrieval. Other projects
like LibraryThing permit all participants to edit and vote on tags for the emerging
folksonomy. At the same time, they carefully keep track of its provenance so decisions
can be debated and reversed at a later stage if the situation or the community call for
such interventions. These are just a few options for the division of authority.

There are three important considerations for questions about who manages a
folksonomy. First is matching the delegated power to the technical ability to make
and enforce decisions. These decisions need to go hand-in-hand, as systems evolve to
support desired functions or expectations of folksonomies managers are tempered by
limits on their capabilities, as in Gravity Spy. Second, supporting a more developed
management process is costly, requiring a lot of mostly unseen labour to make it
happen. For instance, AO3 requires continued contributions from its tag wranglers;
Gravity Spy needs support and proposal review by LIGO scientists. The motivations
for these contributions need to be considered. In the case of AO3, tag wranglers
are volunteers, what Crowston and Fagnot (2018) called meta-contributors. They
suggested that such contributors are motivated by ideology, social factors such as
group identification and and the intrinsic enjoyment of the task, and that projects
should recognize and reward those who take on these roles. In contrast, the LIGO
scientists involved in Gravity Spy are hoping for data to improve the detector but the
connection of the project to their work is at best indirect, reducing the urgency of
contributing. Finally, the complexity of the folksonomy may limit who can contribute.
The folksonomies in Gravity Spy and Flickr are just lists of terms but AO3’s has
more structure, requiring more expertise to manage.



Second, the goals of different users of the folksonomy need to be weighed. In
particular, tensions can arise if the people tagging objects are not the same as those
using these tags to search for content. In this situation, interests might not be aligned
between the individuals tagging and the collective need to facilitate retrieval of shared
objects. Some projects appear to solve this problem by maintaining two systems.
For instance, AO3 allows individuals to develop and maintain their own tags. At the
same time, they give a small group the authority to garden the shared folksonomy in
ways that facilitate search and retrieval.

Different motivational factor may lead projects to promote gardening techniques
that intervene at the individual or the communal level (top or bottom of Figure 1
and Table I). If the purpose of the tagging is driven mainly by individual needs, the
project may want to intervene at the personomy level to help individuals achieve
consistency in their tagging. Contrariwise, if the goal is to support the work and
communication of the community, the project needs to focus on promoting consensus
in the tagging situation and developing coherent folksonomies. Of course, these are
not exclusive: projects may need to support both individual and collective work.

A key question here is the process for achieving consensus, if any, and what kind
of system support is provided. Questions about how to achieve consensus are closely
tied to questions of who is involved, since it defines what group needs to come to
agreement. In the three cases, we see a range of approaches from discussion to indi-
vidual decisions to no process at all. In the absence of consensus, the emergent folk-
sonomy will be nothing more than the concatenation of individual personomies. For
instance, Flickr is participatory, in that users contribute the tags, but not consensual.
It is worth noting that few gardening efforts appear to target personomies and the
folding of curated personomies into larger folksonomies. One can imagine projects
that help participants develop coherent personomies with high value for the individ-
ual that could then serve as the basis for the curation of a folksonomy.

Finally, projects need to decide when in the process of language development
they want to intervene in order to maintain a balance between a stable ontology and
the ability of the project to accommodate ongoing changes. Considering the different
gardening techniques, projects can either intervene at the time of tagging or wait
for a folksonomy to develop before cleaning up the classification of contributions
(assuming there are tools available to do so). A particular factor to consider is
the needs of newcomers to the project. As a project matures, so does the size and
complexity of its folksonomy. If thousands of volunteers have added their own tags
with little coordination, newcomers will be overwhelmed by an unruly folksonomy
with many overlapping and hard-to-interpret terms. To deal with this complexity,
they need guidance on how to tag objects as they get started. Only with experience
might they later develop an appreciation of the freedom to choose their own tags.

Conclusions

Folksonomies enable groups to use consistent terminology, for instance, to facilitate
searches for items. Folksonomies can develop in crowdsourced systems through



discussion among contributors and users but it requires considerable effort to make
the terminology consistent and it is difficult to make decisions visible or to enforce
usage. Our examination of the three identified issues identifies the important link
between organizational power and technical capability and raises several questions
that project designers should consider as they consider how to manage folksonomies.

This short research note has several limitations that present opportunities for
continued research. First, we examined only three sites. Other projects may have
identified additional approaches to the issues considered. Future research should map
different divisions of power and expanding the toolbox of possible interventions from
a broader range of projects. Second, as we noticed in Table II, most attention seems
to have been given to gardening techniques that intervene when individuals tag and
object (upper left corner) or when a folksonomy has emerged (lower right corner).
Little research has considered gardening techniques that help the community reach
consensus around a single object (lower left corner) or promote the development of
coherent personomies (upper right corner). Intervening at these points could lead to
more coherent and useful folksonomies later in the process that promote a strong
shared language and easy retrieval of relevant objects.
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Abstract. The surge of digitalization during the pandemic has long-lasting impacts on 
business organizations: small and medium enterprises (SMEs) rushed towards 
digitalization to continue operations with the ever-changing local and international 
implications of the pandemic. This caused these businesses to adopt digital technologies 
for work and interconnection, often overlooking the necessary use innovations and skills 
required for long-term usage, with the aim of becoming agile and resilient against the 
pandemic. To understand the long-term impacts and implications of rushed technology 
adoption in SMEs, we used case-oriented qualitative comparative analysis (QCA) and 
content analysis over a collection of thirty semi-structured interviews with SMEs based in 
Germany. The preliminary findings of our long-term study reveal the haphazard and 
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impulsive decision making in SMEs, rushing towards digitalization to be resilient and agile 
to the changing work conditions which led to a high demand for technology-related skillset 
in employees. Through this study we contribute to the understanding of technology 
adoption, use and appropriation for work in SMEs elaborating the necessity for long-term 
processual nature which is similar to notion of infrastructuring. 

Introduction 

The pandemic crisis (2019-2022) exposed many vulnerabilities in organizational 

infrastructures, especially exposing the small and medium enterprises (SMEs) with 

limited resilience and inability to stay operational due to inadequate/insufficient 

technology, skills and usage (Alaqra & Kitkowska, 2021; Priyono et al., 2020). One 

of the reasons SMEs were unprepared for such an emerging situation was their 

unwillingness to recognize and rectify gaps in inter and intra-organizational digital 

connectivity (Chang et al., 2010; Lecerf & Omrani, 2020). It reaffirmed the 

perception about SMEs being fragile against emergent situations as they do not 

hold the resources and technical systems often equated with resilience capabilities 

(Sullivan-Taylor & Branicki, 2011). Technology adoption as means of 

interconnectivity has positive impacts on business operations, directly and 

indirectly, and has immense potential to support resilience in organizations making 

them agile towards changes providing alternate mediums for working (Ollo-López 

& Aramendía-Muneta, 2012). Interconnectedness via the usage of information and 

communication technologies also supports articulation work and collaboration for 

crisis in business organizations (Pipek et al., 2014; Robertson & Wagner, 2015; 

Tarutė & Gatautis, 2014). Many empirical investigations have been vested in 

grounding the theoretical foundations, usability, use cases and design implications 

of individual digital technologies (Ciolfi & Lockley, 2018; Dabbish & Kraut, 2006; 

Koch et al., 2015; Lewkowicz & Liron, 2019; Nauwerck & Forssell, 2018; 

Schmidt, 2011). Still, the implications and impacts of rushed digitalization for 

resilience, especially in the context of SMEs, are not explored expansively and 

deserves further attention from the computer-supported cooperative work (CSCW) 

community (Hespanhol, 2017; Ludwig, Kotthaus, et al., 2018; Pipek et al., 2014). 

Resilience focused organizations are both proactive and agile where the focus is 

on both developing long-term plans for predicted disruptions, but at the same time 

ensuring that the right skills and resources are in place to deal with the unexpected 

(Burnard et al., 2018). The usage and adoption of digital technologies have become 

a pinnacle of interest in many research communities since the advent of the 

enduring pandemic, discussing the voluntary and involuntary rush of digitalization 

in the business world (Akpan et al., 2020; Kimuli et al., 2021; Priyono et al., 2020; 

Thorndahl & Frandsen, 2020). Rushed technology adoption means that a company 

has discovered the lack of digital technologies to continue operations and is rushing 

to adopt digital technologies for interconnection as a means of survival in times of 
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crisis (Faraj et al., 2021). The impacts of technology adoption during the pandemic 

will also continue in the post-pandemic period (Fletcher & Griffiths, 2020; Sein, 

2020). A focus in SMEs is timely and relevant given how these organizations have 

massively been contributing to the economy – as is the case of Germany, SMEs are 

considered crucial as they incarnate scope for innovation, job creation, and 

integration of local communities (European Union, 2015). SMEs are also distinct 

due to their elementary organizational structures, constrained financial capital, 

centralized decision making, organizational customs and cultures, top-down 

organizational policies, and the high reliability of employees’ skills for business 

operations (Blatz et al., 2018; Tarutė & Gatautis, 2014). These peculiarities and 

expertise in their respective areas of operation tend to keep them in their ‘comfort 

zones’ and hence sometimes hinder the adoption of digital technologies (Bos et al., 

2002). In this contribution, we draw attention to organizational resilience and its 

relations with the adoption and usage of digital technologies for interconnection 

and cooperative work. In so doing, we try to answer the following research 

question: How did the pandemic influence technology adoption in SMEs, and what 

are the implications and long-term impacts on technology usage as a result? 

To this objective, we conducted thirty semi-structured interviews in SMEs to 

assess the impact of the crisis and the inclination or aversion to digital technologies. 

We analyzed the interviews using case-oriented qualitative comparative analysis 

(QCA) and content analysis to identify the trends in technology adoption during 

the pandemic. Direct and calibrated quantification of qualitative data was done for 

case-based comparison using QCA to unveil the extended dimension of technology 

adoption during the crisis and expected usage after crisis. The following sections 

will first illustrate the related work on technology adoption and resilience from 

multidisciplinary perspectives. Then we will discuss the applied research methods 

for data collection and analysis and present our results, and finally, discuss the 

contribution based on the results for CSCW research. 

Related Work 

Technology Adoption and Usage for Resilience 

The concept of organizational resilience claims it to be the fundamental ability of 

an organization to adjust its functioning before, during, or after changes in the 

environment to successfully (1) manage both expected and unexpected 

disturbances, and (2) exploit both expected and unexpected opportunities (Burnard 

& Bhamra, 2011). Resilience is an acquired trait for an organization that becomes 

an intrinsic property when the adopted resources can reduce vulnerability and 

improve the agility and speed of the organization to manage crises effectively 

(Bhamra et al., 2011; Burnard et al., 2018). Resilience through technology adoption 
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and usage is considered to ensure agile work practices, as the ability to repair old 

practices and develop new practices when old ones are no longer possible (Junker 

et al., 2021; Mark & Semaan, 2008). This also holds for digital technologies in 

SMEs as means to provide infrastructure for interconnectivity between different 

faculties of a business organization with capabilities to support operations, work 

and collaboration in normality and crisis (Ludwig, Kotthaus, et al., 2018; Mark et 

al., 2009; Mark & Semaan, 2008; Pipek et al., 2014; Semaan et al., 2016; Syed et 

al., 2021).  

The pandemic has acted as a natural breaching experiment that challenged the 

taken-for-granted expectations about digitalization and revealed the issues with 

digital infrastructures, the persistence of the analog in digitalization, and the 

brittleness of unchecked digitalization in business organizations (Faraj et al., 2021). 

The notion of infrastructure in CSCW and related fields is defined by the entirety 

of devices, tools, technologies, standards, conventions, and protocols on which the 

individual worker or the collective rely to carry out the tasks and achieve the goals 

assigned to them (Pipek & Wulf, 2009). Infrastructures emerge because of long 

term and processual endeavors embedded in and learnt as practices and are invisible 

only surfacing or crystalizing upon breakdown (Star & Bowker, 2018; Star & 

Ruhleder, 1994).  

To cope with the pandemic, the world retreated towards digital work practices 

and building technology infrastructures rapidly that led to rushed technology 

adoption in businesses, enforced work from home, and shifting technological 

affordances resulting in positive and negative effects on work in general and 

collaborative work in particular (Cho et al., 2020; Waizenegger et al., 2020). 

However, organizational resilience through the adoption of digital technologies 

cannot be established without interconnecting all focus areas of business as a 

measure of strategic priority. To their disadvantage, SMEs were found to be 

unprepared to accept the evolving digitalization trends even before the pandemic 

(Burnard et al., 2018; Koch et al., 2015; Manochehri et al., 2012; Tarutė & Gatautis, 

2014), hence resulting in non-processual technology adoption, rushed digitalization 

and infrastructural breakdowns (Alaqra & Kitkowska, 2021; Kimuli et al., 2021). 

Technology Adoption and Usage in SMEs 

Ackerman et al., (Ackerman et al., 2007) argue that for users to adopt technology, 

they must both understand its capabilities and have scaffolding mechanisms for 

collectively discovering, structuring, iterating, and enacting practices that enable 

the technology to become a resource. For SMEs, factors like skillset, 

innovativeness, organizational support, business strategy, leadership, as well as 

company culture and orientation towards technology adoption also hold relevance 

(Acar et al., 2005; Blatz et al., 2018). Whereas limited funds, lack of skills, 

expensive technological transition, and inadequate infrastructure are the key 
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barriers to adopting digital technologies (Ongori, 2009; Ongori & Migiro, 2010). 

Due to lean administrative hierarchies and centralized decision making, the 

decision for technology adoption is mostly an executive or a management driven 

endeavor in SMEs (Aidah et al., 2017; Priyono et al., 2020).  

Digital technologies for interconnection spans throughout an organization; they 

further specify the abilities of an organization, including collaboration among 

employees, between departments and with suppliers and customers (Nguyen, 2009; 

Ongori, 2009). The usage of digital technologies of interconnection makes SMEs 

adaptive and flexible when dealing with crises and are effective means of realizing 

the coping strategies necessary to build organizational resilience (Etemad, 2020; 

Falkner & Hiebl, 2015; Priyono et al., 2020). The interview study employed for 

this research does not examine the adoption of individual digital technologies; 

instead, we orchestrate the results from a descriptive and qualitative lens by 

considering the digital technologies for interconnection as a broad category for 

SMEs. It provides a critical account for multidisciplinary research by analyzing the 

impacts of rushed technology adoption in SMEs and implications for long-term 

usage and organizational resilience. 

Methods of Data Collection and Analysis 

The interview study is based on thirty semi-structured interviews conducted in local 

SMEs based in Germany’s second biggest industrial region during the years 2021-

23. The interview topics were derived from former studies of our team and literature 

and covered: past experiences with crisis, their crisis management and resilience 

strategies, handling of the pandemic so far, experiences with technology adoption 

for staying operational in business, and short- and long-term impacts on policies 

and usage of digital technologies. Interview participants included representative 

from companies (SMEs) from a wide range of branches, as diverse as bakeries, 

material production companies, chemical manufacturers, textile etc., and services 

like procurement, training, logistics, wholesale, distribution etc. The interview 

partners were primarily in executive or management positions because technology 

adoption is typically a top-down initiative in such firms, as discussed in the related 

work. All interviews were conducted via digital media like Zoom or Skype in single 

sessions (lasting forty-five to sixty minutes in duration) and were transcribed later 

for analysis. Informed consent was obtained before the interviews, formally, which 

is also part of the trust-building process with the participants – please refer to Table 

II for a complete list of the participants and metadata.  

The data collected via interviews were analyzed using qualitative analysis 

methods in two stages: Firstly, we employed content analysis (Mayring, 2022), 

which involved the classical process of coding the transcripts and determining the 

strength of prominent codes in the data. The most prominent codes identified during 

the analysis include crisis definition, long and short-term strategies against the 
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pandemic, usage of technologies before pandemic, technology adoption during 

pandemic, and effects of technology adoption. The authors collaborated in group 

data analysis sessions consisting of two to three researchers from multi-disciplinary 

backgrounds, which contributed to validating interpretations, analyses and gaining 

intersubjectivity of the interpretations. MaxQDA© was used for the qualitative data 

analysis, and codes were developed inductively from data material through active 

listening and reading the transcripts. The coded data has ultimately been 

summarized in the key findings that are presented across the results section. 

While coding for content analysis, we also employed direct quantifiable 

measures and calibration techniques following the qualitative comparative analysis 

(QCA) method by Ragin (Ragin, 1989). This allowed us to create dimensions for 

case-oriented analysis. Quantification via calibration in QCA complemented the 

content analysis technique, enabling the examination of cross-case patterns across 

different SMEs. This approach provided us with a form of meta-analysis, unveiling 

underlying implications and impacts that transcend individual case specificity. The 

following section illustrates both parts of the study with further methodological 

explanations and results. 

Analysis and Findings 

In the following sections, we elaborate on the findings from both parts of our study, 

namely the results from the interview study using case-oriented QCA and content 

analysis. Findings from both analyses are analytically developed with the assistance 

of the literature and through interpretation of the results. 

Case-Oriented Qualitative Comparative Analysis of SMEs 

To enrich our findings from the more descriptive and interpretative content analysis 

and to add a meta layer of analysis, we quantified some details in the interviews 

while coding, that resulted in identifying six relevant variables for a case-oriented 

comparison (as shown in Table I). We recorded the direct, quantifiable measures, 

where possible, for the identified variables during the in-depth content analysis. For 

instance, the hypothetical duration of the crisis as anticipated by the SME (HDC), 

as well as the anticipated financial survival (FS) amid the pandemic, are the directly 

found measures that are quantified in years. Similarly, the amount and variety of 

digitalization projects (ADil and VDil), defined by the total number of projects 

were also mentioned by the interview partners as digitalization initiatives taken up 

by the company during the pandemic. 

More subtle notions were also found during the analysis which were quantified 

using the calibration technique of the case-oriented qualitative comparative 

analysis (QCA) (Ragin, 1989), which uses the calibration of categorical answers 

into quantifiable measurements by assigning the values to the categories. For 
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example, in Table I, the investments made during the pandemic for digitalization 

(IiC) has been quantified via calibration. More specifically, we looked at the type 

of investments and assigned them values using the calibration scale, i.e., no 

investments are '0', minor investments equal '0.3', complete projects are represented 

by a score of '0.7', and a total renewal of a business would be classified as a '1'. A 

similar calibration scale was used to describe the reaction of the pandemic (RC) on 

the work practices before the pandemic. Ranging between no to severe reactions, 

'0' shows no change in practices, and '1' would describe drastic reactions like full 

closure of a business. In between the reaction scale, '0.3' describes minor reactions 

like implementing the disinfection and physical distance like strategies on-site, 

while '0.7' would be a substantial reaction with (partial) change of practices like 

allowing employees to work remotely in the home office, less hours or alternate 

days of work. 

Table I. Dimensions of case-oriented comparative analysis 

Variable Description Measurement 

HDC Hypothetical 

Duration of Crisis 

In years (0.25 = quarter a year, 0.5 = half a year, 0.75 = three quarters of 

a year and so on) 

FS Financial Survival In years (0.25 = quarter a year, 0.5 = half a year, 0.75 = three quarters of 

a year and so on) 

RC Reaction to 

Corona 

Intensity of reaction to crisis as change in work practices (0=No 

Reaction, 0.3= Minor Reaction, 0.7= Substantial Reaction, 1=Drastic 

Reactions) 

IiC Investments during 

Crisis 

Investments in new projects (0=No Investments, 0.3=Minor Investments, 

0.7=Project-specific Investments, 1=Complete Business Renewal) 

ADiI Amount of 

Digitalization 

projects in Crisis 

Number of projects via the adoption of digital technologies (indications 

of rushed digitalization) 

VDiI Variety of 

Digitalization 

projects in Crisis 

Number of different projects; adoption of various digital technologies for 

interconnection between faculties of business (aligned with technology 

groups mentioned in Table 1, Section 3.1) 

 

These dimensions were applied throughout the interviews to build a basis for 

case-oriented analysis. The individual case-oriented results (meta-analysis), along 

with interview metadata, are shown in Table II. Additionally, we have calculated 

the respective means and standard errors for each dimension across all the cases to 

show an accumulative trend as per these dimensions from thirty SME 

representatives. The aim of the comparative and content analysis is not to 

generalize the phenomenon of technology adoption for SMEs, but to perform an 

intersubjective evaluation of the expected technology adoption and impacts amid 

and after the pandemic in these SME cases. 



 8 

Trends in Comparative Analysis 

The overall trend in the comparative analysis suggests that the interviewed SMEs, 

on average, started at least one new project associated with technology adoption 

for digital interconnection during the crisis within their specific fields of operation. 

It points out the reactive nature of SMEs as organizations (Blatz et al., 2018; 

Burnard et al., 2018), because the adoption of technologies was influenced by the 

need to mitigate crisis. This contrasts with the resilience focused organizations 

which are proactive ensuring the right skills and resources are in place to deal with 

the unforeseen situations. 

Table II. Quantified Results of Interviews and Interview Metadata 

Metadata of the interview partners and SMEs Case-oriented quantified dimensions 

Firm 
Case (Business 

Sector) 

Total 

Employees 

Interview 

partner 
HDC FS RC  IiC ADiI VDiI 

F1 Fitness-Health 1-10 CEO 0.25 1 0.3 0 2 1 

F2 Training 10-20 CEO 1 >3 0.3 0 2 1 

F3 Construction 1-10 CEO 2 0.5 0.7 0.3 0 0 

F4 Hunting-Leisure 1-10 CEO 1.25 2 0 0.3 0 0 

F5 Consultancy 1-10 CEO 1 1 0.7 0.7 3 3 

F6 Print-Stationery 1-10 CEO 1 >3 0.7 0.7 2 2 

F7 Retail 10-20 Manager 0.5 0.5 0.3 0.7 0 0 

F8 Consultancy 10-20 CEO 2 1 0.3 0 1 1 

F9 Retail 10-20 CEO 0.75 >3 0.7 0.7 3 2 

F10 Planning 20-30 CEO 1.25 >3 0.3 0 2 2 

F11 Photo-Media 1-10 CEO 1 0.25 0.5 0 1 1 

F12 Wine 10-20 CEO 2.25 >3 0.3 0 0 0 

F13 Chemical 80-90 CEO 1 0.25 0.7 0.7 0 0 

F14 Prof. Services 40-50 CEO 0.5 0 0.7 1 1 1 

F15 Hotel 1-10 Manager 0.5 0.5 0.7 0.7 1 1 

F16 Advertisement 1-10 CEO 1 >3 0.3 0.7 3 2 

F17 Food-Beverages 20-30 CEO 1 0.5 0 0 3 3 

F18 Wholesale 30-40 CEO 1 0.25 0.7 0 1 1 

F19 Textile 30-40 Manager 1 0 0.7 0 3 3 

F20 Mechanical 1-10 CEO 1 0.25 0.3 0 0 0 

F21 Prof. Services 10-20 Manager 0 >3 0.3 0.7 1 1 

F22 Sanitation 1-10 Manager 2 >3 0.7 0.7 0 0 

F23 Planning 1-10 CEO 2 >3 0 0 0 0 

F24 Fitness-Health 1-10 Employee 0.25 >3 0.7 0.3 2 2 

F25 Restaurant 1-10 CEO 2 1 0.3 0 1 1 

F26 Painting-Decor 10-20 Employee 0 >3 0.3 0.7 0 0 

F27 Food-Beverages 90-100 CEO 3 0.25 0.3 0.3 0 0 

F28 Construction 1-10 CEO 0 2 0 0 0 0 

F29 Restaurant 140-150 CEO 2 3 0.7 0.7 1 1 

F30 IT 210-220 Manager 2 1 0.7 0.3 1 1 

Mean 1.15 1.61 0.44 0.34 1.13 1 

Standard Error 0.14 0.22 0.05 0.06 0.20 0.18 

 

However, some of the interviewed SMEs did not consider adopting new 

technologies during the pandemic due to the type of business sector and nature of 
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business operations like companies from construction, hunting and planning etc. 

Some companies, however, used the crisis more intensively than others. Five 

companies started at least three technology adoption projects also with a variety of 

digital technologies from the earlier identified groups of digital technologies. It is 

also worth mentioning that a direct relation between the amount or variety of 

digitalization projects and the potential resilience of an SME cannot be found 

directly within our sample. To find this relation with resilience, we used the 

calibrated variables like the investments during the crisis in digitalization projects 

(IiC), and the reaction to the crisis (RC). 

The comparative analysis using calibrated measures revealed that the businesses 

that report an expected long financial survival even with a crisis (like sanitation, 

planning, construction companies) are not always keen to invest in new 

digitalization projects considering no substantial impact of crisis or even an 

increase in business due to crisis. However, this also cannot be taken as a 

generalization because there were also companies like print, retail and planning 

which started digitalization projects amid the pandemic and reacted to crisis with 

substantial measure viewing the crisis as an opportunity to digitalize work 

processes. Even the companies belonging to the same business sector reacted 

differently to the crisis and towards technology adoption like retail and planning 

companies show inconsistent patterns which also demonstrates that generalization 

is not possible to actualize the behavior of companies within one business sector. 

On the other hand, the pandemic affects some businesses sectors more as 

compared to others, which is revealed by low levels of financial survival period and 

reacting substantially to crisis by changing work practices to stay afloat. 

Interestingly, these companies also show multiple new digitalization projects 

during the crisis and in the near future, which is their anticipated measure to 

increase resilience against crisis through rushed technology adoption. This is not 

the case for all the businesses as can be seen from the comparison by investment 

during crisis, reaction to crisis and digitalization projects. 

The comparison identifies organizations with not drastic reaction to crisis but 

still investing in digitalization which means that these companies have means to 

survive and are operational amid the pandemic but view it as a chance to adopt 

technology (like food-beverages and advertisement). However, there are also 

companies which expect a prolonged crisis and must react substantially or 

drastically to the crisis by changing work practices to alternate days of work or less 

hours need to adopt technologies as a mean to survival (for example print, 

wholesale and restaurant). It can be explained by the industrial sector in which an 

SME is operational and the type of business model they employ for business 

organizations. Companies that are typically more traditional and work in 

manufacturing or services requiring hands-on personal involvement seem to invest 

less into digitalization. This would hold true for sectors like construction, offline 

trading, supermarkets, and chemical suppliers. On the other hand, sectors like 
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media, online trading, health, training, or consultancy seem to be, on the one hand, 

rushed into digitalization and, on the other hand, use the pandemic as an 

opportunity to enhance the potential applications of digitalization within their 

respective fields of activity. 

It seems obvious that the business sector has an influence, but it is one of the 

factors, among others like size, environmental changes, peer pressure, consumer 

demands, and above all, the need to have a continuous business. This also signifies 

the notion of organizational resilience that affirms the behavior of an organization 

to mitigate the change in order to reach stability after turbulence (Burnard & 

Bhamra, 2011). The adoption of digital technologies in some sectors, more than 

others, finds the demand for digital technologies of interconnection as a resilience-

boosting measure to mitigate turbulence caused by the pandemic. We do think, 

nevertheless, that the decision when to and how to adopt digital technologies is not 

driven just by disruptions or crises. Strategies, personal decisions, innovation, use 

dependencies, and underlying premises, among others, also act as contributing 

factors for technology adoption (Aidah et al., 2017; Hoffmann et al., 2019). The 

results presented in terms of the differences from a case-oriented comparative 

analysis of the interviewed SMEs will be further elaborated with the content 

analysis to understand the importance and variability of reasons for technology 

adoption for digital interconnection in SMEs as a measure to boast resilience and 

agility. 

Content Analysis Findings 

Implications of the Pandemic for Technology Adoption 

The content analysis reveals, with the start of the pandemic in March/April 2020, 

followed by restrictions for on-site work, which quickly snowballed into lockdown, 

resulting into different reaction from the companies from full scale business closure 

for some days to remote work or alternate working days, restricting only the 

selected employees at workplaces. This was followed by implications like supply-

chain disruptions, declining customer base, problems with order completion, 

decreased production, and services due to ‘physical distance’ restrictions etc. The 

uncertainty interrelated with the rapidly changing situation caused multiple updates 

from the business organizations to employees, customers, and other stakeholders. 

This triggered a severe lag in communication, and the spread of false information 

was inevitable. As mentioned by an interview partner: 

Shortly after this crisis broke out, an employee wrote to us and offered that she would waive her 

salary, if we were not doing well. And that's when we noticed that there was a lag in 

communication. So, we immediately reacted that we were fine. We can pay the salaries. You 

don't have to worry about that (F21, Prof. Services). 

The analysis also revealed that the business organizations that were already 

using digital technologies at the start of the pandemic had a competitive advantage 
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and went into a smoother transition during the various stages of lockdown and 

restrictions. These companies showed resilience and agility to the rapidly 

deteriorating business scenarios during the pandemic. Technologies which were 

already a part of organizational infrastructure became were prominent during the 

crisis and allowed these businesses to remain operational. These organizations felt 

less need to resort to new technologies, as shared by an interview partner:  

We have no new digitalization projects planned, especially because of Corona. We are currently 

represented on social media and also have a WhatsApp business profile. We already have a few 

projects going on, before Covid, such as developing an app for smartphones and more. We don’t 

feel the need to rush into new technologies because we are working as normal (F27, Food-

Beverages).  

Likewise, another participant mentioned that they are adopting digital 

technologies not to keep their business alive but to increase the efficiency of their 

business operations during the pandemic. This identifies a managed approach to 

technology adoption, where the agenda behind technology adoption is not to meet 

the essential business operations but to improve the performance of the business. 

They also said that:  

There are for sure additional topics we work on now for our efficiency. Our web-shop is to be 

named here. Additionally, we should mention the direct connection to our marketplaces that we 

are building through digital means (F9, Retail).  

It also reflects the type of business model a business organization follows to 

operationalize its business. A business model with flexibility, agility and 

proactiveness is more resilient and this agility comes with an already existing 

technological infrastructure which is proactive to changes in the business 

environment (Burnard et al., 2018). An interviewee explained that their existing 

technologies make them flexible during the pandemic and they can make their 

business more proactive by adding more straightforward measures. They further 

elaborated that:  

Our strategy does not require any additional measures. We don't want to extend our advertising 

efforts to get sustain our business during pandemic, but we want to make the homepage more 

SEO capable. We also have a second homepage in mind with a different domain and staff is 

working on that right now. (F2, Training).  

Some companies went a step further in technology usage and did use innovation 

with their adopted technologies to turn the crisis into an opportunity. This kind of 

use innovation triggering from a breakdown is synchronous with the concept of use 

innovation in the CSCW literature on infrastructures (Ludwig, Pipek, et al., 2018; 

Pipek & Wulf, 2009). As an interviewee explained that in addition to continuing 

everyday work in digital form, they have taken up the opportunity to reach out to 

their customers and reassure them of their services and that they will be taken care 

off even during the crisis. They added that:  

We have intensified and improved a new form of communication with our existing customers 

as well as addressing potential new customers and we have ramped up the pace. That we push 

ourselves using our customer base and history with them and say 'Hello, we're still in contact 
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with you! We are not cutting work hours. We can perform at full capacity’, and we try to 

communicate that to our customers. (F14, Prof. Services). 

Our findings also highlight that business organizations used the pandemic crisis 

to experiment and learn about different digital technologies which can aid them 

during emergent situations. The learning through coping part of resilience (Burnard 

& Bhamra, 2011; Egner et al., 2015a), was also found in the analysis, and this 

learning has led to technology adoption in some SMEs. This further emphasize the 

need for a processual mechanism for technology adoption for resilience, where 

digital technology adoption improves resilience by building adaptive capacity and 

presenting multiple coping strategies against crises. Reciprocally, the acquired 

resilience resulting in technology adoption by experience and learning gained by 

coping after and during crisis mitigation while using technology. As expressed by 

an interview partner:  

The working landscape is changing, and we have certainly learned a lot here in this Corona 

period. We have learned how to work in a home office and still keep in touch with our colleagues. 

We have learned how to make decisions in video conferences, and these will certainly be topics 

that will continue beyond Corona […] we have used these to work further, um, in particular in 

E-commerce and other technologies […] we also used the time to deal with topics that have been 

pushed back again and again in the past […] taking the next steps and are certainly much further 

ahead with these topics after Corona than before Corona (F7, Retail). 

The phenomenon of rushed technology adoption 

Unlike some businesses where technology usage led to increased resilience and 

potential for improvement, the pandemic crisis had other consequences for some of 

the interviewed firms. Some companies were rushed to adopt and use digital 

technologies to virtualize the business operations in a non-processual manner, 

specifically, for inter- and intra-digital interconnection of an organization i.e. 

collaboration, communication and external digital interconnection with customers. 

As explained by an interviewee,  

Then, of course, a faster transfer of information was needed. Despite everything, we have now 

set up a WhatsApp group with all employees, in which it is also, yes, as far as it is possible for 

someone, obligatory to be inside […] However, given these unique circumstances, it is far 

simpler to tell everything to everyone (F19, Textile). 

Organizations that were rushed to use digital technologies, pertaining to 

restrictions at large, also expressed concerns like lack of knowledge and lack of 

experience with technologies, which made it not an easy transition for them 

considering the type of industrial sector and the business model of those 

organizations. A small business executive expressed this dilemma that he lacks the 

knowledge and know-how of these technologies (F1). He further explained that 

they know the need to adopt several technologies for interconnection because it is 

a matter of survival for them now in times of crisis. Still, their lack of experience 

and knowledge about digital technologies and their usage will affect their business, 

making it not a decision of choice but something they must do. The analysis also 
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revealed that the lack of knowledge and experience is directly proportional with the 

skills of employees to use the adopted technologies. An interviewee from a 

different company reciprocated this notion and further added to this insight as:  

I try to convince my employees to get involved in the new projects. That's essential but the 

problem is that most of them are not very familiar with digitalization and new technologies (F2, 

Training).  

As, using technology in day-to-day business operations requires learning to use 

the technology and developing a skillset for the technology (Kinnula et al., 2018; 

Piccolo & Pereira, 2019), that cannot be generated overnight in employees, even if 

the organization wants the employed personnel to learn and adopt digital 

technologies. Due to changing operational dynamics in SMEs with the forced and 

rushed adoption of digital technologies, the demand for potential employees with 

technology-related skills increased. A medium-sized hiring agency expressed these 

concerns related to the change in the expectations of SMEs for new employees: 

For us it will certainly also be a challenge to conduct the discussion with medium-sized 

companies about what the position profiles will look like in the future and also the framework 

conditions for them […] companies that were extremely conservative in the past and are now 

more or less forced to open-up to topics such as home office with flexible working hours, shift 

models also in the commercial area and administrative structures […] of course, the 

collaboration changes: Which tools does someone has to master, which communication 

technologies, where or how competent does someone has to be with different technologies? (F8, 

Consultancy). 

The results emphasize on the processual mechanism for technology adoption 

with a mechanism to iteratively increasing the technology-related skillset within an 

organization by giving learning opportunities and experience with technologies 

required by the business. This long term and processual mechanism correlate with 

the notion of infrastructure in the CSCW literature which illustrates the longevity 

in reach and scope required for the establishment of practices and technologies, 

embedded and emerging from the existing conventions of practice to be learned as 

a part of membership to the process (Karasti et al., 2010; Karasti & Blomberg, 

2018; Star & Ruhleder, 1994). Infrasturcturing efforts are required within SMEs, 

as it was found in the analysis that this processual construction of technology 

infrastructure is means to achieve resilience, as we can interpret from the insights 

shared by an interviewee:  

So, the online store was now the first thing that we just created so. That's of course the easiest 

thing for the customers to do, just click on it and get delivered […] we want to be more active 

on social media, to remain in contact with the customers and of course also not to fall into 

oblivion […] Then we offer so-called video consulting.  So, that you call us via WhatsApp and 

then video call, and that you then make a personal shopping with your favorite shopping 

consultant quasi via videotelephony […] It is a long process, and we have a long way to go (F19, 

Textile).  

This processual adoption of digital technologies as perceived by business 

organizations is not just logical but also strongly resonates with the concept of 

resilience: Organizational resilience is an acquired characteristic that is developed 



 14 

through a long-term process by initiating coping strategies, building adaptive 

capacity, and coping with an actual crisis and – in the long run – by evaluating past 

experiences of coping as part of a learning process (Burnard et al., 2018; Egner et 

al., 2015b). Also, as expressed by an interviewee:  

About digitalization, as we honestly said earlier, we took the first steps, but only what you had 

to do […] And now we've really made great strides again in the area of digitalization […] So, 

we now use the time to experiment and then draw upon our learnings, what worked? What didn’t 

work? What can we use for our future? (F13, Chemical) 

The content analysis of the interview dataset, showed patterns of technology 

adoption which are dissimilar to the trends from the pre-pandemic expectations, 

specific for the interviewed SMEs. Our findings suggest that the interviewed SMEs 

strived for internal digital interconnectivity and work articulation at the start of the 

pandemic, because the pandemic crisis was an unforeseen and unexpected situation 

for these organizations. The efforts for crisis mitigation through rushed 

digitalization were undertaken by some of the analyzed organizations because of 

the lack of technologies in-use, uncertainty and evolving scenarios arising since the 

start of the pandemic and related restrictions. Organizations searched for ways to 

continue collaborative work and task coordination and build cooperation between 

distinct units of a business organization through digital means. 

As the pandemic crisis prolonged and the customer base started to decline, the 

necessity arose for digital means to reach the customers directly. The companies 

with established digital means to reach the customers had a competitive advantage 

as they could still sell their products and services. Some of the companies did not 

have means to digitalize their market spaces. These companies specifically went 

into rushed digitalization by setting up profiles in available digital marketplaces or 

started using the technologies for external interconnection with customers. 

However, the expected increase in the usage of advanced technologies for 

information processing was not found in the analysis of the interviewed SMEs. This 

can be interpreted as the SMEs were striving to stay afloat by adopting the required 

technologies for internal and external interconnection, the advanced technologies 

were not adopted. This can also point to one of the limitations of our study, as the 

interviewed set consist of only thirty SMEs from a rural industrial region in 

Germany and not from all business sectors.  

Discussion 

The pandemic crisis disrupted the ways of working and collaborating, affirming 

that there are hidden, unforeseen, and emergent factors with the potential to alter 

the usage and adoption of work practices and technologies. The learning 

opportunity for CSCW research post pandemic times, with the context of SMEs, 

broadens the horizon of action research by breeding novel focuses for emergent 

scenarios like organizational resilience that have the tendency to alter work 
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practices and the technologies for supporting cooperative work. Organizational 

resilience is a concept heavily researched in management and business studies that 

talks about building adaptability and agility in an organization against changes and 

disruptions (Burnard et al., 2018; Burnard & Bhamra, 2011; Lee et al., 2013). This 

requires the appropriation of work practices, tailoring the adoption and usage of 

digital technologies and fixing the technological infrastructure in modular 

increments (Pipek & Wulf, 2009; Syed et al., 2021).  

Different crises have unique impacts on business activities in SMEs, and our 

research highlights that the adoption of digital technologies for interconnection 

before a crisis, through a processual mechanism, is a crucial factor for crisis 

preparedness and organizational resilience (Pipek et al., 2014; Syed et al., 2021). 

In our research, we explored the state of technology adoption in SMEs for impacts 

to implications. First, there are the SMEs in the interviewed set that adopted 

technologies for digital interconnection and demonstrated agility in dealing with 

crises and enhanced organizational resilience through a smooth transition of work 

practices during the pandemic. These organizations showed a faster reaction to the 

crisis, and they expect to recover from the impacts of the crisis in a shorter duration 

of time. These organizations viewed the pandemic crisis as an opportunity to 

appropriate work practices through technology-induced use innovations and 

invested in further technology adoption post pandemic.  

Second, there are the SMEs in the interviewed set that did not digitalize 

interconnection between business faculties before the pandemic crisis. With the 

advent of the pandemic, the organizational infrastructures and process scrambled 

without or with the breakdown of the technological infrastructure binding the 

organization. These organizations rushed into technology adoption for 

interconnection and had to make hefty investments in digital technologies (Faraj et 

al., 2021). These businesses demonstrated less expected financial survival and 

expectations to stay in crisis for a longer period. The results also pointed out the 

disparity in the perceived usefulness of digital technologies indicates the 

incoherence in the technology-related skillset of an organization, before the 

pandemic crisis for adopting the much-needed technological interventions. 

However, the rushed digitalization phenomenon established new requirements for 

employees and organizations demanding rapid skill development to understand, 

plan and use digital technologies for interconnection and cooperative work. It also 

increased the demand for personnel with the required skillset for the usage of 

adopted technologies.  

The disparity between SMEs’ and the rushed technology adoption due to the 

pandemic also identified the lack of processual technology adoption in SMEs. We 

identify this as a need for infrastructuring for resilience through processual 

technology adoption by recursively increasing the usage of technologies for 

interconnection and the technology-related skillset in an organization. This 

evolutionary process aims at embedded resilience in an organization to adapt and 
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continue in the changing environment and resonates with the infrastructure and 

infrastructuring discourses in CSCW and related fields (Karasti et al., 2010; Karasti 

& Blomberg, 2018; Ludwig, Pipek, et al., 2018; Syed et al., 2021). This widens the 

research lens on technology adoption and resilience with prospects to study 

infrastructuring ethnographically in SMEs. The long-term processual nature of 

technology adoption and the relationality of ontological dimensions required for 

organizational resilience, when considered under the lens of infrastructure and 

infrastructuring, present interesting arenas for further research in CSCW.  

Limitations and Conclusion 

In addition, our study comes with limitations that also suggest opportunities for 

future research. First, the interview studies used in this research are done in the 

context of German SMEs, which may also differ from the SMEs in other parts of 

the world. Second, our study draws from the theory of organizational resilience 

(Burnard & Bhamra, 2011; Pries-heje & Baskerville, 2021) and technology 

adoption is considered as means to enhance resilience (Liu et al., 2008; Mark & 

Semaan, 2008; Semaan et al., 2016), but there can be other factors that contribute 

to organizational resilience in SMEs. The findings of the qualitative study are 

rigorous to the extent that the results are validated using in-depth content and 

comparative analysis but understanding the technology adoption under the lens of 

infrastructuring requires a longitudinal ethnography over extended time, which is 

also an agenda of our further research. The Covid-19 pandemic generated 

burgeoning complications for SMEs which tried to mitigate the effects of the 

pandemic by introducing technologies for digital interconnection and cooperative 

work. However, this rushed digitalization constricted the organizations further due 

to the inadequacy of the skillset and resources to support this change. The content 

analysis and the comparative analysis with QCA’s calibration on the qualitative 

dataset unveiled the state of technology adoption and use in SMEs in-and-post 

pandemic. The analyses identified two types of business organizations, i.e., ones 

that were resilient through advancements in technology adoption and the ones that 

had to do rushed technology adoption for survival. The analyses further revealed 

that technology adoption depends on the acquired skillset of an organization and 

the processual evolution of technology used to achieve organizational resilience. 

We found that SMEs have an ad-hoc approach to technology adoption and lag in 

building organization resilience by adopting digital technologies for 

interconnection. 
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Abstract. Enterprise collaboration platforms are expected to facilitate effective information
exchange by supporting employee sociability, i.e., finding communication partners and
building common ground. However, they often suffer from low user engagement, requiring
the implementation of additional design elements to encourage user participation. Though
previous research found evidence for the effectiveness of introducing new features,
particularly gamification elements, to such platforms, the question remains whether it
represents more than a flash in the pan and creates some sustainable effects over time.
Therefore, the current longitudinal quasi-experimental field study investigates the
effectiveness of introducing one exemplary gamification element, a progress bar to
encourage profile completion, as a new feature within a digital collaboration platform in a
large public sector organization across time. We collected data before (t1 – t3) and after
(t4 – t6) implementation of the progress bar. We analyzed the data using linear
mixed-effects models, enabling the assessment of time effects and interaction effects of
time and progress bar implementation. Profile completion rates increased over time, and
introducing a progress bar significantly impacted users’ profile completion behavior. More
importantly, we found both short-term effects and, after an interim decline, a sustainable
change in user behavior after the progress bar implementation over time. Thus, this study
presents quantitative evidence of the long-term effectiveness of introducing a gamification
element in enterprise collaboration platforms over time.
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Introduction

Enterprise collaboration platforms support communication and knowledge
exchange within organizations. User profiles are an essential basis of such
platforms. They enable connections and sociability within the knowledge
exchange process (Nonaka and Takeuchi, 1995; Nonaka et al., 1996) as users can
more easily identify persons with the knowledge they want to connect with
(Schubert and Glitsch, 2016). But, given that enterprise collaboration platforms are
organization-driven, the profiles often lack completeness probably because users
are only formally required to use the platform due to institutional obligations, e.g.,
a profile is created when they enter the organization by default, the internal
management communication is handled via the platform, they have to use the
platform to complete some mandatory training (for example on data privacy or IT
security), etc. In contrast to other social platforms that are used privately, such as
LinkedIn for job search and career networking, employees may not accept the full
potential of the enterprise collaboration platform and lack intrinsic motivation for
using it; consequently, filling out the profile is not prioritized (Trier et al., 2017;
Nielsen and Razmerita, 2014; Greeven and Williams, 2017). To tackle this
problem, one promising approach is to use a gamification element, such as a
progress bar, to enhance users’ motivation to complete their profiles and increase
user engagement with these platforms. Though we have some evidence of the
effectiveness of such changes, data is often based on case study approaches or
experimental designs with a limited scope. This is a problem because we cannot
rule out that new features get some interest, but their effects are quickly in vain.
Whether an intervention may help to change user engagement, for example, by
increasing profile completion and changing user behavior on a platform in the long
run, is an open issue and a question we want to investigate within one specific
enterprise collaboration platform.

Before diving into the details of the platform, we analyzed and described our
research objective. We reviewed related work on understanding a progress bar as a
gamification element on enterprise collaboration platforms.

Related Work

An enterprise collaboration platform can be understood as “[...] complex,
large-scale information infrastructures comprising an ecosystem of highly
integrated tools and functionality to support collaborative work and information
sharing in organizations” (Schubert and Williams, 2022). It is a system with “A
purposefully developed selection of applications/tools that are fully integrated and
provided to the user in a workspace under a uniform interface.” (Williams et al.,
2020)

The following characteristics are common for such platforms (Nitschke, 2021,
p.23-25):
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• Users: Users are part of an organization but do not necessarily participate
voluntarily on the platform. Consequently, the extent of usage is a matter of
discretion for individuals. Some research shows that increasing the number of
users may increase platform value and adoption (Herzog and Richter, 2016;
Herzog and Steinhuser, 2016) and that user profiles are essential for finding
an expert and networking (Schubert and Glitsch, 2016).

• Access and ownership: Enterprise collaboration platforms are internal, used
within the organization and only accessible by authorized employees
(Schubert and Williams, 2013; Schwade and Schubert, 2017).

• Integration and socio-technical relations: Often, enterprise collaboration
platforms are large-scale heterogeneous platforms (De Reuver et al., 2018)
that are geographically distributed across various contexts, cultures, and time
zones.

• Structure: Each organization adjusts and builds its enterprise collaboration
platform for its specific context and needs. Generally, Williams and Schubert
(2018) found three levels of structure for such platforms: Platform level,
community level, and content level.

• Functionalities: Gewehr et al. (2017) state that a platform’s flexibility in
integrating new functionalities will be more relevant in the future and
requires involving users of the platform to address their needs.

Enterprise social media is a closely related category. It can be defined as
follows: "Web-based platforms that allow workers to (1) communicate messages
with specific coworkers or broadcast messages to everyone in the organization; (2)
explicitly indicate or implicitly reveal particular coworkers as communication
partners; (3) post, edit, and sort text and files linked to themselves or others; and
(4) view the messages, connections, text, and files communicated, posted, edited
and sorted by anyone else in the organization at any time of their choosing."
(Leonardi et al., 2013) Research about enterprise social media investigates ways to
increase user participation on such platforms (Chin et al., 2020; Meske et al., 2019;
Hacker et al., 2017; Schiller and Meiren, 2018). For example, Van Osch et al.
(2015) report in their study that the functionalities’ uniqueness and relevance to the
employee’s daily work and clearly describing the system’s benefits and purpose are
required to increase its adoption and use, whereas Schwade and Schubert (2019)
defines various user types that differ in motivations for participating in such
systems.

While the previously mentioned research considered individual differences in
user participation in enterprise collaboration platforms, the more intriguing
problem is that many platforms suffer from low user participation in general. One
answer has been to ask why certain features are not well accepted. For example,
the problem of profile completion has been studied in different contexts and from
various perspectives: How can we predict missing profile information using a
feature-oriented analysis? (Haghir Chehreghani, 2017) What are the appropriate
methods to analyze and investigate user profiles on online social networks?
(Hazimeh et al., 2019) Another and probably even more promising approach is to
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introduce gamification elements to enhance user experience in general and
motivate users to contribute to the platform in particular. Gamification is defined as
"[...] the use of game design elements in non-game contexts" (Deterding et al.,
2011). A detailed discussion of gamification elements is provided by Sailer et al.
(2013) and Reeves and Read (2009). One example of such an element is progress
bars. Note that in gamification, a progress bar used is not one showing the progress
of a loading program or system interaction (Windows updates, file transfer,...) but
an achievement-based feature, for example, profile completion with elements to
motivate users to fill in their profiles (Werbach and Hunter, 2012). As noted by
Mazarakis and Bräuer (2020); Mazarakis and Bräuer (2023), progress bars are
rarely investigated gamification elements and thus require further investigations in
various contexts, especially as studies also show a positive influence on task
performance. One example is Mekler et al. (2017), who conducted a study using a
progress bar to increase intrinsic motivation and performance within a specific
task, levels in this case, reporting promising results on its influence on task
performance.

Gamification elements and profiles have also been studied in various papers on
social media like Facebook or LinkedIn (van Dijck, 2013; Daniels et al., 2021).
However, these research findings cannot be applied to an enterprise context, as the
individuals’ motivations differ (Yousaf et al., 2022; Laitinen and Sivunen, 2021).
Research findings regarding gamification within enterprise systems show the
importance of analyzing such approaches within this specific context (Suh and
Wagner, 2017; Meske et al., 2016, 2017). Schubert et al. (2014) and Greeven and
Williams (2017) specifically mention progress bars as a gamification element for
enterprise systems but do not show whether and how they are effective in the long
run.

In summary, enterprise collaboration platforms aim to connect people and
foster knowledge exchange. Thus, users have to share information about
themselves. However, usage intensity is often low, which might be tackled by
introducing gamification elements, such as a progress bar for completing the user
profile.

Evaluating the effects of gamification elements often happens in controlled
laboratory settings, such as in the work of Mekler et al. (2017) and Mazarakis and
Bräuer (2020). This kind of setting allows us to investigate the specific potentials
of the elements. Still, it fails to evaluate the effectiveness of gamification elements
in the long term and in real-field settings where we can observe whether they have
a lasting influence on user behavior. So, field studies may have a lack of control
but enable the observation of user behavior changes over a longer time period,
which also takes into account the novelty effect, which can blur the actual
efficiency of changes to the user interface.
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Research Questions and Exploratory Hypothetical
Model

Our study aims to understand and examine user behavior change in the context of
enterprise collaboration platforms by analyzing the change of user profile
completions within the platform over a certain period, considering one
gamification element, a progress bar. Therefore, we specify our research questions
as follows:
RQ1 What is the effectiveness of implementing a progress bar on users’ profile

completion behavior on enterprise collaboration platforms?
RQ2 How does users’ profile completion behavior develop over time, particularly

after a progress bar has been implemented?

Figure 1. Exploratory hypothetical model of the users’ profile completion behavior change across
time by implementing a progress bar based on the technology change curve and organizational
performance change curve.

Figure 1 shows our exploratory hypothetical model based on the technology
change curve (Foster, 1986; Nikula et al., 2010) and the organizational
performance change curve (Schneider and Goldwasser, 1998), indicating how we
investigated our research questions. In this model, we predict the time effect on
users’ profile completion, especially the time effect after implementing a progress
bar. We also explore the interaction effect of time and progress bar implementation
on users’ profile completion. A specific description of how we address these
research questions is covered in the next section.
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Methodology

This section presents our methodology and how we analyze the implementation of
a progress bar in a real-world collaboration platform.

Figure 2. Screenshot of a sample profile on the enterprise collaboration platform with the
uncompleted progress bar (highlighted the frame).

The platform we are looking at is an in-house development of a platform for
collaboration, learning, coordination, and communication in a large public sector
organization. The COVID-19 pandemic required the organization to look for a
digital collaboration tool. An already existing platform for education and
collaboration was relaunched in January 2022, and its use was extended and made
available throughout the whole institution. Subsequently, more and more users
from different parts of the institutions within the organization started participating
on the platform for various purposes, namely offering online training sessions,
arranging meetings, offering documentation, publishing internal job offerings, etc.
However, the user profiles on the platform lacked completeness. Hence, the
platform development team introduced a new feature, a progress bar, to increase
user motivation to add information to their profiles. This new gamification feature
was launched on the 17th of January, 2023. Figure 2 shows a sample profile with
an uncompleted progress bar, and figure 3 displays a profile where two profile
components proposed by the progress bar have been filled out, and consequently,
the progress bar recorded this completion progress.

All platform users agreed to the terms of use and accepted the organization’s
data privacy policy, which covers all relevant aspects of ethics and data privacy.
The platform stores and processes the users’ personal data in a way aligned with
the general data protection regulation (GDPR). As stated in the terms of use, the
evaluation of the user data is only done for statistical purposes in an anonymized
and aggregated format. We cannot analyze the users’ content and demographic
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Figure 3. Screenshot of a sample profile with a profile completion rate of 40%, indicated by the
progress bar, extended view.

information. Due to the organization’s privacy regulations that prohibit the
disclosure of user data to a third party, we cannot share the raw data.

In this study, we adopted a quasi-experimental design to investigate our
research questions. Quasi-experimental designs have several benefits, such as
improved feasibility and practicality of implementation, especially when
participant randomization is challenging or even not feasible (Handley et al.,
2018). Moreover, quasi-experimental designs frequently incorporate pre-existing
conditions, which enhances the study’s external validity by replicating real-world
scenarios (Reichardt, 2009). Of note, a simple pretest-posttest-comparison (profile
completion before vs. after implementation of the progress bar) would have three
important disadvantages: Composition between the samples could differ, for
example, due to participant attrition, history effects could occur (parallel to the
introduction of the feature), and simple reactivity might result. However, and even
more importantly, the design we use here has two important advantages. First, we
collect several waves of data both before and after the implementation, and thus,
we can analyze differences in change scores. Second, these data also allow us to
discern the short-term and long-term effects of implementing a new platform
feature.
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Data Collection

We collected data at six evaluation times. The following list provides an overview
of the evaluation dates in the yyyy-mm-dd format. It includes the total number of
profiles we gathered information from at that specific time:

• t1(before) 2022-03-29: 8,001 profiles
• t2(before) 2022-07-12: 13,996 profiles
• t3(before) 2022-10-11: 19,054 profiles
• t1(after) 2023-02-01: 28,573 profiles
• t2(after) 2023-05-01: 37,915 profiles
• t3(after) 2023-08-01: 45,882 profiles
At each evaluation time, the data export included all profiles of the individuals

who were registered on the platform at that specific time. The data describes
whether the respective profile components were part of the profile (0 - no data, 1 -
data available), e.g., “1” if the profile contained a profile picture or “0” if there was
no profile picture. The six profile components comprised phone, E-Mail, about,
picture, career, and knowledge and competencies. The profile sum score was
calculated by adding the scores of all six profile components of each user on the
platform, indicating their profile completion.

As evidenced by the number of profiles, the number of users has increased.
Consequently, the number of profiles we analyzed in our study varied at the
evaluation dates. The reason for the extreme changes in user numbers was that
several parts of the organization used the enterprise collaboration platforms
consecutively when they identified the need to improve collaboration, learning,
and communication. For instance, one part of the organization determined that it
was necessary to organize internal training through self-training and online and
offline sessions. Subsequently, they added all relevant business unit employees to
the platform and used it to manage and communicate their specific training
possibilities. In the end, we analyzed the profile completion of 46,530 participants
over our evaluation period of more than a year, which is more than the number of
profiles of our last evaluation time, 2023-08-01, as it also includes profiles deleted
during our study. This means that not all profiles have been subject to the analysis
at all evaluation times. The baseline time of our research, t1(before), consisted of
8,001 profiles migrated predominantly from the previous platform and used
exclusively for one organization’s business unit.

Data Analysis

We scrutinize whether users’ profile completion behavior changed over time and
whether the progress bar implementation affected this change process. Since
profile completion was assessed at several points in time, we computed multilevel
models with the measurement points of the profile completion on level–1 and the
participants on level–2 (Singer and Willett, 2003). Furthermore, linear
mixed-effect models are flexible in terms of data structure. In particular, the timing
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of observations can differ between subjects, and the distance between adjacent
time points can vary (Long, 2012).

First, we defined the six evaluation times using the number of weeks that had
passed after t1 as follows: t1(before) = 0 [baseline], t2(before) = 15, t3(before) = 28,
t1(after) = 45, t2(after) = 57, t3(after) = 70. Following that, we examined which time
moment best corresponds to the data. Note that our data spanned six different
times; a nonlinear curve might help select the appropriate time predictor.
Subsequently, we applied polynomials, which were power transformations of the
original time predictor, to represent nonlinear trends (Long, 2012). The model fits
of the linear, quadratic, cubic, and quartic models were compared by the deviance
statistic (Singer and Willett, 2003), which are 132070.6, 131798.2, 131793.9, and
131814.6, respectively. Thus, the cubic model had the smallest value, indicating
the best-fitting time moment with the data. Next, we computed linear mixed
models with linear, quadratic, and cubic effects of time. Additionally, we included
the main effect of the progress bar and the interaction effect of time and the
progress bar. The models included random intercepts and slopes on level–2.

profile sum score
Model 1 Model 2 Model 3
fixed effects

(intercept) 1.00*** 1.00*** 0.99***

level 1 (within subjects)
time 0.01*** 0.01*** 0.01***

time2 -0.00*** -0.00*** -0.00***

time3 0.00*** 0.00*** 0.00***

progress bar 0.02*** -0.08***

time × progress bar 0.00***

level 2 (between-subjects)
random effects

level 1 (within-subject)
residual variance 0.03*** 0.03*** 0.03***

level 2 (between-subjects)
intercept 0.58*** 0.58*** 0.58***

slope 0.01*** 0.01*** 0.01***

intercept/slope (correlation) -0.44*** -0.44*** -0.44***

model fit
deviance (-2LL) 131793.93 131782.71 131772.23
change in deviance (∆-2LL) 11.22*** 10.47**

AIC 131809.93 131800.71 131792.23
BIC 131889.45 131890.17 131891.64

Table I. Overview of the different statistical models applied for data analysis. N = 46530; coefficients
are unstandardized; *p < .05; **p < .01; ***p < .001 Note: AIC = Akaike Information Criterion, BIC
= Bayesian Information Criterion, both are ad hoc criteria to compare the relative goodness-of-fit of
the models. Lower AIC values or higher BIC values indicate a model is considered better.
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Results

Table I summarizes the results of the hierarchical linear mixed-effect models. We
analyzed three models, each in one column in Table I: Model 1 included the linear,
quadratic, and cubic effects of time. In Model 2, we also included the progress
bar’s main effect; finally, in Model 3, we added the interaction effect of time and
implementing the progress bar to examine whether the effect of progress bar
implementation changes over time. Table I first shows the estimated coefficients
for the fixed effects in each model. Fixed effects are the estimated average
relationships between time and profile sum score, progress bar implementation,
and profile sum score, as well as between the interaction of time and progress bar
implementation and profile sum score. The significance of time and its squared and
cubed terms indicates that the effect of time on profile completion is not linear.
The main effect of progress bar implementation, which mainly verifies the effect of
introducing the progress bar, is significant in Model 2, and its interaction with time
is significant in Model 3, suggesting that the progress bar implementation has a
differential impact on profile completion over time. Table I also shows the
estimates for the random effects, which are effects that can vary across individuals
or levels. Random effects indicate significant variation at both the within-subject
and between-subject levels. Slope suggests that the slope of time can vary between
participants. The negative and significant correlation between intercepts and slopes
indicates that participants with a higher starting point may have a slower rate of
change or vice versa. Model fit provides statistics used to compare the models.
Significant change in deviance suggests improvements in model fit.

As a visual representation, Figure 4 and Figure 5 present these main effects of
time on the change of profile completion and the interaction of time and progress
bar implementation on users’ profile completion behavior. The x-axis is the
evaluation time calculated in weeks. A vertical line on the x-axis marks the time
point of implementing the progress bar. The y-axis is the profile sum score that
runs upwards, showing how complete a user’s profile is. The cubic change curve
line represents the effect of time, indicating changes in users’ profile completion
over time with an increase directly after implementing the progress bar,
subsequently a decrease and a slow increase again (Figure 4). In Figure 5, the
dotted line demonstrates the timeline of change of profile completion without
progress bar implementation, and the straight line represents the timeline of
change of profile completion with a progress bar implementation. The increase in
profile completion indicates a more considerable change in slope, suggesting the
interaction effect between time and the progress bar.

Our findings present the positive effect of implementing a progress bar on
users’ profile completion behavior, with increased profile completion rates through
introducing a progress bar. A positive relationship exists between time and users’
profile completion, especially a more substantial positive effect after implementing
a progress bar. These results implicate the effectiveness of implementing a
progress bar on users’ profile completion behavior on enterprise collaboration
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platforms and the impact of time on the change in user behavior, which answers
our research questions as it shows that it is a long-lasting effect and not just a flash
in the pan.

Figure 4. The cubic change curve of the extent of users’ profile completion over time.

Discussion and Limitations

The current study started with the observation that enterprise collaboration
platforms often lack individual activities. One solution to this problem is
implementing motivating design features, such as gamification elements. We
analyzed data from a platform that implemented one such feature, a progress bar of
users’ profile completions. This is of interest because activities on a platform
depend on the availability of other users with knowledge, skills, interests,
backgrounds, etc., which should also be visible to other platform members. With
enterprises investing a tremendous budget in implementing such collaboration
platforms, the results of this study are crucial to increase potential user
participation and ultimately foster knowledge exchange to help improve the
company’s competitiveness. We found that implementing a gamification element
of the progress bar could motivate users to fill in more information in their profiles.
More specifically, the results of our study reveal a nonlinear curve of change in
profile completion behavior over time, showing an initial increase in completion
rates after implementing a new feature (progress bar), followed by a subsequent
decrease, and ending in a second rise, see details in Figure 4. This shows that
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Figure 5. The effect of a progress bar on users’ profile completion. The dotted line illustrates the
timeline without a progress bar. The straight line illustrates the timeline with a progress bar. The
difference between these two lines illustrates the increase in profile completion after implementation
of a progress bar.

implementing a progress bar considerably impacts profile completion rates. It
resulted in an immediate increase, leading to some fluctuations over time. The
observed phenomenon of the initial increase, after introducing a new feature, and a
subsequent decrease describes the novelty effect, which is essential to consider for
evaluating new features (Koch et al., 2018). Nevertheless, the progress bar plays an
essential role in motivating users to complete their profiles within the collaboration
platforms, as demonstrated by the steeper increase in completion rates after
implementing a progress bar (Figure 5).

According to earlier research, various gamification elements could intrinsically
motivate users to perform their tasks (Xi and Hamari, 2019; Ryan et al., 2006).
The progress bar provides a simple, understandable visual indication expressing an
individual’s sense of achievement. It gives users a concrete indicator of how far
they’ve come and how much more they still need to do. This ease of usage could
lead to a positive user experience. Furthermore, the progress bar is a good option
for profile completion in the platform context of our study. Considering previous
research insights, the performance of profile completion has also been positively
affected by using this gamification feature, which further substantiates the findings
of Mekler et al. (2017) and Mazarakis and Bräuer (2020).

Our study also highlights practical implications for organizations. They could
think of including a progress bar on similar platforms. By doing so, organizations
may improve user engagement and increase task completion. Platform designers in
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organizations should carefully choose gamification elements based on the
platform’s specificity. One of our findings indicates the fluctuations in users’
profile completion over time, which signals to organizations that they should not
only implement gamification elements but also examine their long-term influence.
Quasi-experimental designs with repeated measures can show that such changes
have an evidence-based foundation.

Some limitations within our study show potential for future research. Our data
only contained boolean values that represented whether or not the respective
profile components had been filled out. The quality of the profiles, e.g., how much
information has been shared within the “about” field, has not been investigated
within this study. In our study, we did not differentiate or weigh the importance of
the profile components. A closer look at this might show us more information
about the effectiveness of a progress bar relating to specific components. In
addition, we considered all user profiles on the platform without considering
individual differences. One example might be users’ general activity levels. There
might have been users who were not interested in becoming active participants on
the platform but only used it to complete one mandatory task, e.g., data privacy
training, and afterward never logged in again. Thus, it would be interesting to see
how individual differences are related to the effects of comparable interventions on
digital collaboration platforms.

Conclusions

Our investigation of users’ profile completion rates on the collaboration platform of
a large public sector organization revealed valuable findings. This study indicates
that a progress bar effectively enhanced users’ profile completion rates in enterprise
collaboration platforms. Moreover, there was an interplay between users’ profile
completion, time, and implementation of the progress bar. In detail, users’ profile
completion rates show a steeper increase after the implementation of a progress
bar compared to users’ profile completion rates without a progress bar, proving
this gamification element successfully motivated users to add information to the
platform.

In addition to this clear result about the effectiveness of progress bars, we see a
contribution of this paper in proposing and using a linear mixed-effect model-based
approach to conduct the analysis. We have briefly discussed why this approach
is superior to simply comparing access counts, as often done in evaluating new
features.

While this study has shown positive effects of the gamification element
“progress bar” on collaboration platforms over time, it is crucial to recognize the
limitations that point to potential directions for further research in this area. Our
study is a basis for further research into gamification on enterprise collaboration
platforms. As proven, such simple gamification elements could help improve
long-term success in platforms and foster knowledge exchange within
organizations by connecting employees. Digital tools like these have great
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potential to shape the way we will work in the future. Further research projects
could build on the insights of this work and explore additional intriguing questions,
such as examining the correlation between profile completion and actual
participation or user types on enterprise collaboration platforms (Schwade and
Schubert, 2019) or further investigating the profile completion patterns of deleted
profiles.
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Abstract. Technologies designed for mental health often target an individual user’s
behavior change, social support, or clinical treatment. However, there are limits to the
impact of interventions focused on the individual when mental health challenges are
intertwined with broader, systemic issues. This paper describes a complementary
approach for digital mental health: designing for the critical ties between individual and
collective wellbeing, by understanding the subjective experience of social connectedness.
We report an interview study focused on youth mentors in the city of Philadelphia, which
was initiated by their desire to incorporate digital technology in reaching and supporting
youth in their community. We analyzed youth programs as a form of promoting social
connectedness to address mental health in response to the traumatic effects of community
gun violence and socioeconomic distress. We identified five interrelated layers of social
connectedness: intrapersonal, interpersonal, small group, large group, and cultural.
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Introduction

In 2023, the U.S. Surgeon General released two advisories on social connectedness
as a pressing public health issue due to an “epidemic of loneliness and isolation”
(2023a). A core pillar of the national strategy outlined for advancing social
connectedness was to reform digital environments: “We must critically evaluate
our relationship with technology and ensure that how we interact digitally does not
detract from meaningful and healing connection with others” (2023a). The
Surgeon General particularly urged more research into how young people’s social
connectedness and isolation are impacted by digital social interactions such as
those on social media (2023b), echoing the Centers for Disease Control and
Prevention’s alert of a national mental health crisis among youth (CDC, 2023).

Despite this urgency, social connectedness is understudied in the design of
technologies for mental health. Technology design tends to reduce mental health to
behavior and states that can be objectively tracked, detected, and analyzed – even
more so as we increasingly integrate artificial intelligence into these technologies.
Yet social connectedness is an aspect of our health and wellbeing that is distinctly
human, subjectively experienced, and not possible to automate. Technology design
also frequently centers the diagnosis and treatment of mental illness, but mental
health is more than just preventing or treating illness, it also includes well-being
and thriving. For instance, we note how the World Health Organization defines
mental health without a focus on illness:

“Mental health is a state of mental well-being that enables people to cope with the
stresses of life, realize their abilities, learn well and work well, and contribute to their
community. It is an integral component of health and well-being that underpins our
individual and collective abilities to make decisions, build relationships and shape the
world we live in.” (WHO, 2022)

This definition also highlights the strong interdependency between individual
mental health and collective wellbeing. The better our individual abilities to connect
with others, develop relationships, and work together, the better we each are at
contributing to healthier communities and an equitable social world, which in return
provide environments that nurture the mental health of each individual. Digital
technologies have long been touted for their promise to connect people as a part of
this interdependency, and yet Americans are feeling more disconnected, isolated,
and lonely (Office of the Surgeon General, 2023a).

We report on interviews with youth advocates concerned about the mental
health of young people in Philadelphia neighborhoods affected by gun violence.
These youth advocates had extensive experience creating youth programs (e.g.,
after-school activities, mentoring, clubs) to counter violence and community
disintegration with social connectedness. Based on their own experiences growing
up, living, and working in the same socioeconomically distressed neighborhoods,
they worked to fill gaps in the community and meet the social connectedness needs
of youth. The interviews we conducted were part of a larger project initiated by the
youth advocates to incorporate digital technology (e.g., a mobile app) into these



efforts. Our analysis aimed to learn from how interviewees designed youth
programs in their communities, to inform how we might approach designing
technologies that can similarly promote social connectedness in support of mental
health.

Related Work

Digital Mental Health

Among scholars focused on how digital technologies can be designed to promote
mental health, there is concern that the dominant medical model, which centers on
diagnosing and treating mental illness, can overlook the efforts needed to prevent
illness and promote different types of healing. Thieme et al. (2015) characterized
an emergent holistic focus on mental health through four general areas for
technology design: pleasure; a positive, strong sense of self; mental balance or
mindfulness; and social wellbeing. Nunes et al. (2015) argued for a shift from
clinically-oriented technologies to those that support everyday life experiences,
such as daily decisions for self-care. Medicalization of mental health can also
uphold inequities and fail to meet the needs of those whose mental health has been
undermined systemically, even by those institutions meant to support them. Pendse
et al. (2022) urged a shift from treatment to healing due to the colonial history of
how mental illnesses are classified and diagnosed, calling for designers to consider
lived experience, power relationships, and structural factors. Similarly, Bosley
et al. (2022) discussed the importance of joy, self-advocacy, and healing to address
systemic traumas experienced individually and collectively in Black communities.

This focus on healing through positive, everyday social connectedness for
mental health is still nascent in the human-computer interaction scholarship, and
there is limited guidance for designers about what alternatives there are to the
dominant quantified, objective, and medicalized approaches in mental health – or
how to put them into practice during design. Additionally, the role of social
connectedness within everyday community contexts is often missing from existing
approaches to designing digital technologies. Some relational aspects of mental
health have been addressed in human-computer interaction (HCI) and
computer-supported cooperative work (CSCW), through research focused on
designing technologies for social support and collaboration around mental health –
e.g., Burgess et al. (2022); Meyerhoff et al. (2022); Park (2018). But less is known
about how social connectedness is experienced through and with digital
technology, and how we can design for the subjective experience of social
connectedness, which is different from social support (e.g., sharing information,
providing diagnosis-specific emotional support), or group collaboration (e.g.,
online community formation, data aggregation, crowdsourcing).



Defining Social Connectedness

In recent years, social connectedness has been highlighted as a critical public
health issue linked to physical health, mental health, emotional well-being, as well
as living longer (Holt-Lunstad, 2022; Martino et al., 2017; CDC, nd). The absence
of social connectedness is social isolation and loneliness (Holt-Lunstad and
Steptoe, 2022; Office of the Surgeon General, 2023a). Psychologically, social
connectedness can be understood as a perception existing cognitively within the
self, regarding oneself in relation to others and the social world as a whole (Lee
et al., 2001). A person’s low sense of social connectedness has been linked to
interpersonal problems such as avoiding social situations, being aggressive or
controlling, and being either distrustful or too trusting of others — which in turn
lead to psychological distress (Lee et al., 2001).

At the population level, CDC defines social connectedness as “the degree to
which people have and perceive a desired number, quality, and diversity of
relationships that create a sense of belonging, and being cared for, valued, and
supported” (CDC, nd). Public health scholarship has only recently conceptualized
social connectedness as a “unifying umbrella term” that explains how social
relationships, through an interrelated set of factors, bring both risks and protections
for health (Holt-Lunstad, 2022):

• Structural: A quantitative component that measures the size of a person’s
social network, the diversity of group memberships and roles, the frequency
of interactions, and whether they live alone.

• Functional: The extent to which a person’s individual needs (emotional,
physical, tangible, informational, belonging) are met by the functions of
social relationships, based on how they perceive and receive support.

• Quality: The positive and negative qualities of relationships, such as
satisfaction, cohesion, intimacy, closeness, strain, conflict, inclusion, and
exclusion.

Social Connectedness Compared to Social Support

Social connectedness differs from social support, which has been studied
extensively in the HCI and CSCW literature. Social support is one of multiple
related factors, and therefore does not provide as comprehensive of a framework
for understanding how social relationships affect health and wellbeing. Public
health scholarship and policy have shifted to the umbrella concept of social
connectedness because it accounts for social support alongside other factors (e.g.,
social interaction, living arrangements, sense of loneliness), and also accounts for
social support along a continuum (e.g., from meeting needs to not meeting needs,
from emotional support to conflict, from belonging to exclusion) (Holt-Lunstad,
2022; CDC, nd).

Further, social connectedness links the health of individuals to the health, safety,
and resilience of their communities (e.g., school, workplace, neighborhood) (CDC,



nd). That is, the higher each individual’s sense of social connectedness, the more
they provide support to those around them, form a variety of relationships, and
contribute to an inclusive community. Conversely, the lower each individual’s sense
of social connectedness, the more they avoid social interaction, experience conflict
with others, and contribute to violence and the deterioration of cohesion in their
community.

Within HCI and CSCW, a significant body of work has focused on online
social support and online communities. When the term social connectedness
appears in this literature, it refers to online interaction (Wang et al., 2022; Hirsch
et al., 2023; Deighan et al., 2023), providing a sense of co-presence for those living
alone (Davis et al., 2016; Jeong et al., 2018), or otherwise maintaining
relationships at a distance (Mills et al., 2023; Xing et al., 2023; Biemans et al.,
2009). We note that all of these studies used different measures of social
connectedness (e.g., intimacy, cultural integration, co-presence, awareness), and to
our knowledge the present study is the first within HCI/CSCW to apply the
umbrella conceptualization of social connectedness (which encompasses
structural, functional, and quality factors).

Due to the above focus on how we socialize online and at a distance, the sense
of social connectedness within local communities has been understudied,
especially in support of mental health. A notable exception is studies of people
with refugee backgrounds, which have focused on how this population uses mobile
phone applications to help them integrate and feel socially connected in their host
country (Vuningoma et al., 2021), and have identified design implications such as
focusing on community organizations and other collective local experiences,
including technology use and non-use, rather than centering individuals or
technologies (Ayobi et al., 2022). We build on this nascent literature by studying
how youth programs are designed to give young people a sense of social
connectedness in socioeconomically distressed neighborhoods, to draw insights for
designing mental health technologies that promote social connectedness.

Methods

In this study, we used the public health concept of social connectedness – defined
as structural, functional, and quality factors of social relationships – to ask the
following research questions:

• RQ1: How are youth programs designed to structurally promote social
connectedness within one’s local community?

• RQ2: How are youth programs designed to promote the functions and
quality of social relationships within one’s local community?

To answer these questions, we conducted a secondary analysis of data from an
existing interview study (Marcu and Huh-Yoo, 2023). In the original study, we
had recruited eleven community leaders of Philadelphia’s youth advocacy using
the following criteria: (1) aged 18 and older, (2) have experience with programs



supporting youth, (3) speak English, and (4) live in Philadelphia. The larger project
is co-led by community collaborators, who provided a list of interviewees to contact,
and we sent a questionnaire that consisted of the informed consent form and the
screening questionnaire. The recruitment and the interviews were conducted after
receiving approval from Drexel University’s IRB #2010108219A001.

Interviews were conducted over Zoom, lasting 60 minutes, with the last three
participants together as a focus group. Interviews were recorded, transcribed in
full, then deidentified. The second author imported the deidentified transcripts to
NVivo for secondary analysis.

The first author performed open coding focused on various types of social
relationships within the community, and their positive and negative impacts on
youth. This was followed by axial coding, during which the layers of connection
were identified, originally as a set of four (intrapersonal, interpersonal, small
group, large group). The first author then presented the codes to the second author,
regularly discussing interpretations of the data, and iterating on the coding process
until all transcripts were coded. At this point, the concept of the layers was
selected as a key finding from among other themes — some of which were
reported in a previous publication (Marcu and Huh-Yoo, 2023). The first author
separated all of the data related to the layers and led a process of affinity
diagramming to ensure a fit between the codes and data, with the second author
providing feedback as the affinity diagram developed into the final set of five
layers (adding cultural).

Finally, the authors returned to the literature to compare this analysis to
relevant theory on social connectedness, identifying the definition and the
structural, functional, and quality factors described by Holt-Lunstad (2022) as the
best fit for explaining our empirical findings. As we wrote and interpreted our
findings, we therefore used this definition, referring to the layers as structural
layers, and explaining the factors we found within and across each structural layer
as the functional and quality aspects of social relationships.

Table I shows the reported gender, ethnicity, age, and occupation(s) of
recruited participants. The participants were part of youth programs that supported
various aspects of mental and physical health and well-being as well as education.
Some examples include volunteer organizations supporting teens’ extracurricular
activities after school, such as basketball, music, and tutoring. Others included
health outreach organizations that educate teens on sexual health, protective sex,
and public health (e.g., HIV). Others regularly invited adults who grew up in the
neighborhood and are now famous celebrities, such as basketball players or
successful business owners, to share tips for career development.

Findings

Our analysis identified five structural layers (RQ1) across which youth programs
were designed to address young people’s needs for social connectedness: (1)
intrapersonal, (2) interpersonal, (3) small group, (4) large group, and (5) cultural.



Table I. Participant information.

P# Gender Ethnicity Age Occupation(s)
P1 F Black 70s Retired teacher, school director
P2 F Black 40s Principal (grades 5-12)
P3 F White 60s Director of a health organization
P4 F Black 50s Police staff inspector
P5 M Black N/A Director of a non-profit organization
P6 F Black 40s Principal (grades K-5)
P7 F Black N/A Principal (grades K-8)
P8 F Black 80s Reverend, community advocate
P9 F Black 40s Social entrepreneur
P10 M Black 40s Construction field worker, Community educator
P11 M Black 40s Sales manager, Community educator

We describe each of these layers below, to illustrate how social connectedness is
enacted in different aspects of social life, enabling a range of influences that one’s
local community can have on an individual, and conversely the influences that an
individual can have on their local community.

Within each structural layer, we describe examples of the function and quality
of social relationships (RQ2) that influenced youth mental health and well-being
within their community context. In particular, we highlight how these factors exist
on a continuum from positive to negative effects. As a result, these influences are
often in tension with one another, such as when a young person experiences violence
in their neighborhood, and feels written off by their school, but feels cared for and
supported by a basketball coach. The youth advocates we interviewed demonstrated
how such tension between influences can present opportunities for an individual to
learn new ways of being and connecting with others. We suggest that understanding
these opportunities and accounting for tensions across layers can open up design
opportunities for technologies that promote social connectedness.

Intrapersonal

To design for social connectedness, we first need to consider that connecting with
others begins internally with one’s sense of self-worth, willingness to trust people,
and capacity for developing relationships (Marcu and Huh-Yoo, 2023).
Interviewees explained the range of traumatic experiences to which youth are
exposed, and the fight-or-flight response that they develop as a result — a
well-established phenomenon in trauma theory (van der Kolk, 2015).

Interviews revealed how youths’ past experiences may not only have lacked
critical positive functions and qualities of social relationships, but also continue to
impede their ability to connect with others. P6 described how she had observed
these challenges within the school context as a principal:



“Students, in their community, have had several traumas – between loss of income
with parents and having to move, you know, transients, being at multiple schools,
sometimes in the same school year, single parent households. Sometimes students
have been abused themselves or they witness abuse at the hands of a parent, we have
some students who have witnessed homicides. So just a lot of factors that contribute
to students not being able to fully engage, you know, with learning. One of the
biggest challenges is just on positive social interactions. Students not having their
fight-or-flight type mentality. Inside of a school, when you know you have a student
who drops the pencil when it gets too close to this other student or reaching to pick it
up and that other student who has been exposed to trauma, who has an issue with
personal space, is now agitated and that could turn into a conflict. So you know,
knowing what students have been through and having people in the building that can
work with students around trauma is just really important.” (P6)

The traumas that P6 describes in Philadelphia are largely caused by
socioeconomic distress. As interviewees explained, young people’s behaviors and
attitudes are a natural response to their environment. Their aim, through social
connectedness, was to help youth cope with that response. For example, P8
described mentoring activities such as workshops to create vision boards, which
are designed to address the hopelessness and lack of possibilities that youth
internalize:

“And when they do vision boards, they do a intense workshop, just to give them an
opportunity to share the vision for their lives... careers... hope for the future. And
these are impoverished youth that live in low socioeconomic communities and so
sometimes their dreams and abilities are not believable. And so we have to help
them believe that they can achieve, and that there are possibilities to utilize their
gifts and talents to become what they want. And one of the young males, I’m
going to never forget that he wanted to be an archaeologist and other youth never
even knew what an archaeologist was. And so to find out that some of them have
great artistic, professional dreams, and some of them don’t even believe that they can
achieve... because they feel hopeless. And because they look at all of these videos and
they see other people achieving and they are frustrated. It is my belief that poverty
breeds violence and depression and so, my burden right now is how many youth
are shooting each other and killing each other... because they feel hopeless. That’s
a lot, but that, that’s kind of just where we are.” (P8)

Interpersonal

At the interpersonal layer of social connectedness, individuals develop one-on-one
relationships with people who play different roles in their lives — parents, elders,
teachers, employers, colleagues, peers, friends, romantic partners, etc. As
discussed above, such relationships are dependent on the intrapersonal layer
because the individual must have the social and emotional skills to build
relationships.

In our study, interviewees viewed their role within the ecosystem of various
other relationships that youth should ideally be able to rely on. For example, they
built youth programs that not only enabled young people to form relationships with
caring adults, but also to form relationships with their peers and mentor one another:



“I think the peer mentors work really well. I do. Because they listen to one another.
They respect the opinion of one another. So, you have, you know– if you’re going
through something, you have the option of talking to your peer, or you have the
option of talking to maybe your mom, or your dad, or an older adult.” (P4)

Interviewees emphasized that interpersonal relationships best develop
organically, without necessarily assigning mentors. Therefore, youth programs
organized activities that allowed youth the time and space to get to know a variety
of people within small group contexts. We discuss this layer of social
connectedness next.

Small group

Youth programs represent a small group context that allows for members to get to
know one another interpersonally. Other examples of small groups include
households, classrooms, and offices. At this layer, an important aspect of social
connectedness is the sense of being welcome and included in the group.
Interviewees explained that they addressed the need for continuity in a young
person’s life by providing it in part through the small group (e.g., program, sports
team, chess club), so that even if one mentor in their lives got busy, the collective
would still be there to provide continuous connectedness. In this way, mentoring
was provided across the interpersonal and small group layers:

“All of our people, whether they’re adults or children, we’re all considered
mentors and you may not necessarily be matched with with any individual. It just
maybe according to, you know, what you enjoy so you may end up having a
basketball mentor because you’re in the basketball program. But you may also end
up, if you’re in a chess club, that means you also have whoever’s running the chess
program becomes your mentor also. So it’s not a one-on-one mentorship, it’s more
an extended family, and we all play a part in that mentorship.” (P5)

One of the reasons that small group connections were powerful forms of
providing mentorship was that they took place within the geographic context of
specific Philadelphia neighborhoods, in which residents had the same lived
experiences. This broader neighborhood context is in the large group layer, which
we will explain next.

Large group

At the large group layer of social connectedness, individuals may not get to know
each other personally. Instead, they connect to what is unique about everyday life
within a social group as large as a city, neighborhood, or school. Interviewees
explained how the context of their Philadelphia neighborhoods, especially the
prevalence of community gun violence, was having adverse effects on the
wellbeing of local youth. Their own lived experience within these neighborhoods
enabled them to connect with youth through understanding and compassion. In
contrast, they noticed that teachers who lived farther away struggled to connect



with local youth because they did not have that connection to the geographic
community:

“The majority of the teachers live nowhere near here. Then they have no connection
or understanding of what’s really taking place in the city, except what they see on
the news. So without that connection... no matter what they do they’re kind of, there’s
like this pull and tug, ‘what do I do? what don’t I do?’ and that ends up making a
person say ‘forget it’ and they throw their hands up in disgust.” (P2)

The “disgust” felt toward large group challenges such as gun violence can
therefore transfer onto interpersonal relationships like those with students. When
teachers have an external perspective of the large group, it is easier to turn away
from their challenges. Whereas interviewees lived alongside youth in the same
neighborhoods, and having faced the same challenges, were better equipped to
help young people cope. For instance, P8 drew on the large group context to
explain how youth seem to approach planning for their careers:

“It’s amazing, some of them really wanted businesses. These young people are more
oriented towards owning their own businesses as opposed to college degrees. And
having a limo service, or touring service, or even real estate development, or some
tangible possible vocation... that, we find, is more inviting and encouraging to them as
opposed to eight to ten years in school to become a doctor or a lawyer. And they could
be, could have the potential to do that. But they look at... vocations that are hands on
as opposed to educational careers, unfortunately, because of the environment. And I
truly think that they don’t think they’re gonna live long. I mean if you’re involved
in a neighborhood where people are getting killed, five and six a day, and people are
shooting into neighborhoods. If you’re having a 4th of July outing and somebody just
ran, come and shoot. That’s kind of depressing and discouraging that they think that
‘Oh, I could die any day’ so I think that that deters their longevity of planning,
in terms of a career.” (P8)

Expanding beyond a large group that is connected through place or geography,
the next and final layer of social connectedness that we will discuss is cultural.

Cultural

Finally, individuals can feel connected to a culture, which can give them a general
sense of belonging while also influencing how they connect to people through the
other layers. For example, connecting to basketball culture can lead an individual
to passionately follow games and wear jerseys (intrapersonal), make friends who
share this hobby (interpersonal), play on a team (small group), and attend games
to cheer on the local professional team (large group). The interviewees discussed
how they tap into the popularity of sports culture in how they organize events and
programs to engage youth.

We therefore define the cultural layer as a sense of belonging based on interest
or identity that allows an individual to connect broadly with people with whom
they may never interact. Specific to our context of youth programs, cultural
relevance has for example been described as an important approach to supporting



urban African American girls (Lindsay-Dennis et al., 2011). Social connectedness
that draws from shared experiences of oppression—such as those faced by Black
women and girls at the intersection of race, gender, and class—“can create
opportunities to understand personal and community advocacy as well as
constructive techniques to navigate problems within social and educational
settings” (Logwood, 2020). Much of the shared understanding and collective
advocacy that stems from this kind of social connectedness can extend beyond
present and local circumstances, because experiences such as racism can reach far
back across past generations and ancestors, or serve as a lived experience that is
shared around the world — which is why the Black Lives Matter movement began
from local protests over the police murder of George Floyd in Minneapolis, but
spread globally within weeks (Gaines, 2022; Shahin et al., 2021).

Interviewees also referenced young people’s generational culture, at times
comparing it to the culture in which they themselves grew up, and highlighting the
unique experience of being a young person today:

“I grew up under the understanding that only a fool hates reproof... no one loves to
be rebuked or reproofed at all, however, when it’s done in a loving way, when
someone is teaching you and guiding you, I definitely think that mentorship would
be amazing. Especially at the time we’re in right now, children are angry.
They’re angry because they’re stuck in their houses [during the pandemic], they’re
angry because of social justice issues... there’s environmental issues, there’s so
much. I think having someone to help steer them in the right direction, or a better
direction, will be helpful.” (P2)

P2 notes the function of relationships with adults to help young people channel
their anger into productive paths, while P5 describes how peers can serve a different
function due to their ability to connect around their shared generational culture,
including an interest in video games and engagement with social media:

“It’s a tutoring program, which doesn’t sound like much of a mentorship program
because it’s academic, but we have our peers tutoring other peers. And it’s much
more effective in some senses, some instances, than it is with the adults. Because
they can go over academic work, but then they may be talking about gaming, for
example. So their conversations can go in different areas or they can use social
media examples that I might not be able to use. So the peer-to-peer mentorship,
as well as long as we’re training our mentors on how to be an effective mentor as
well because we want to make sure that our mentors understand that you are partly
responsible for your mentee, and so you have to be mindful of what you do, you say,
and in how you represent yourself as well.” (P5)

Discussion

We have used the umbrella concept of social connectedness to describe the
structural, functional, and quality factors of social relationships that impact the
well-being of individuals as well as communities. We articulated five distinct but
interrelated structural layers across which interviewees had designed youth



programs to address the social connectedness needs of local youth: intrapersonal,
interpersonal, small group, large group, and cultural. We also explained, within
and across these layers, how the functions and qualities of social relationships
were affecting the mental health and well-being of young people in
socioeconomically distressed communities. Peer and inter-generational mentoring
were examples of how relationships could serve different functions across various
structural layers. Meanwhile, qualities of youths’ social relationships enabled them
to feel a sense of belonging, co-develop their shared interests and identity, and
connect around common lived experiences.

In this section, we discuss how social connectedness provides a novel approach
to designing technology in support of mental health and well-being. We highlight
two design implications: design across structural layers of social connectedness;
and foster community advocacy to build both individual and collective resilience.

Design across structural layers of social connectedness

When designing technologies to support mental health, we recommend looking
across the structural layers of social connectedness to identify community assets,
sources of social support or belonging, and the potential influence of various types
of relationships.

We initially entered this project with a more simple relational view, expecting
that youth programs were facilitating primarily one-on-one mentoring relationships.
We therefore anticipated we might ultimately design technologies for facilitating
one-to-one mentoring matches or communication between a young person and their
assigned mentor.

However, our analysis of how these programs were addressing the traumas
experienced by youth revealed a more complex and layered approach to facilitating
social connectedness. Understanding the tensions between these layers helped us
gain a better understanding of what challenges youth were experiencing, and the
role of social relationships in helping them face these challenges. In other words,
we improved our problem definition before beginning to design a technological
solution to address it. For example, youth did not always have the intrapersonal
skills to avoid conflict and connect with others, but had opportunities to work on
these skills through interpersonal relationships with peer mentors and adult
mentors, who were available to give them guidance in the absence of positive
influences among large group connectednesss within their neighborhoods, where
they were often exposed to violence. A small group activity such as a basketball
team enabled youth to connect with each other through close and repeated
interactions, as much as through a shared culture, whether related to the sport or
their common generation with peers.

The way we have conceptualized layers of social connectedness bears some
similarity to what Park (2018) called a “mosaic of social support.” In her study of
college students, she found that their mental wellbeing was supported by a mosaic



made up of three groups: close friends, parents, and acquaintances or anonymous
online connections:

“These social groups were somewhat structured, but also adaptable, meeting the
different needs of each individual at different times. This flexible but tightly
intertwined form of social support was crucial in maintaining the students’ mental
wellness.” (Park, 2018)

We noted a similar ebb and flow to different sources of social connectedness,
such as mentors’ willingness to step in and provide guidance to a young person
when they could see that the parents, teachers, or other adults in their lives were not
able to meet these needs. However, our structural layers of social connectedness
differ from the concept of the mosaic in that they represent how individual and
collective well-being influence one another. Rather than a mosaic of multiple groups
that surround an individual at its center, the individual is a part of the collective,
and their subjective perception of how they connect to others across various layers
is what contributes to their sense of self and their mental well-being. In turn, their
sense of connectedness to others is what enables them to contribute to the wellbeing
of their community and of those around them.

Unlike the direct social interactions making up the mosaic, the layers of social
connectedness can also involve a sense of connectedness to one’s ancestors, or to
people across the world with whom one may never directly interact. Yet this sense
of connectedness can have real tangible benefits to an individual’s motivation and
sense of self, and to a collective sense of identity and power. Here, our findings
also relate to Burgess et al.’s (2019) concept of diffuse sociality, which they define
as being proximate to others but focusing on one’s own activities without directly
interacting – such as studying at a coffee shop full of strangers, or playing an online
game while seated next to a friend who is engaged in a different activity. In their
study of self-managing depression, Burgess et al. found that diffuse sociality was
useful when individuals felt they were not able to handle direct social interaction but
could still benefit from feeling connected to or in community with others. Designing
across the structural layers of social connectedness can help to identify opportunities
for enabling diffuse sociality. For instance, technologies could help individuals
realize how many other people around them share a certain interest, whether or not
they directly interact with those people online or offline. Technologies could also
help to organize or amplify community events, so that those who engage with them
can feel a part of something bigger than themselves, regardless of how much they
interact directly with others at the event.

Target factors where individual and collective well-being are
intertwined

When designing technologies to support mental health, we recommend
understanding how the individual and the collective influence each other’s
well-being, to identify opportunities for supporting both.



The public health concept of social connectedness is also novel and
informative for design because it explains how the well-being of individuals is
intertwined with the well-being of their communities. Many of our interviewees
grew up in the same socioeconomically distressed neighborhoods where they were
now creating programs to support the next generation of young people. From their
lived experience and earned wisdom, we learned how these neighborhoods were
(a) causing harm to youth, for example through the prevalence of gun violence and
lack of opportunities, but also (b) providing an important source of relationships
with people who can relate to them, care about them, and guide them. Having
witnessed a rise in gun violence especially among youth, the interviewees
described how they were aiming to disrupt these cycles by shaping young people’s
belief in themselves, how they socialize with one another, and how they view
themselves as part of a larger community. In our approach to technology design,
we were influenced significantly by understanding these efforts to support the
mental health of youth, both individually and collectively, via promoting social
connectedness.

For HCI and CSCW, social connectedness thus provides an evidence-based set
of interrelated factors (structural, functional, quality) for understanding how social
relationships across an entire community influence health. Social connectedness is
a more comprehensive approach than social support, which is commonly discussed
in the literature, yet without any agreed-upon definition or factors. We also build
on the smaller number of studies that name social connectedness as their goal, but
use various metrics such as intimacy, cultural integration, co-presence, or
awareness – e.g., Biemans et al. (2009); Davis et al. (2016); Deighan et al. (2023);
Jeong et al. (2018); Mills et al. (2023); Xing et al. (2023). We provide a unifying
definition and set of factors to guide future work and enable our field to build
evidence for how technologies can be designed to promote social connectedness.
For example, designing for people who live alone Davis et al. (2016); Jeong et al.
(2018) addresses one of the structural factors of social connectedness.

The design of technologies for mental health often focuses on the individual,
and takes a clinical approach to treating or managing their symptoms or diagnosed
illness. In contrast, the concept of social connectedness extends beyond the
individual to situate their subjective experience in relation to the community
around them. As such, our contribution with this approach aligns with increasing
calls in the HCI and CSCW community to design for mental health more
holistically, preventatively, and relationally (Bosley et al., 2022; Marcu, 2022;
Nunes et al., 2015; Pendse et al., 2022; Thieme et al., 2015). Given also the
challenges of engaging individuals directly about their mental health (Marcu and
Huh-Yoo, 2023), designing for social connectedness can be a way to frame
technology around a less stigmatized topic, which is no less important for one’s
mental health. For example, our findings demonstrated how youth programs and
group activities were designed to address trauma and mental health. Although
individual mentors must maintain continuity to have an impact on a young
person’s life, group activities such as sports or consistent events and locations can



provide continuity at the programmatic level. Over time, the combination of the
group context and one-on-one interactions work together to give a young person a
sense of belonging that contributes to their belief in their self-worth. Youth
advocates were also interested in guiding youth toward contributing to their
community to help them feel a sense of purpose. Supporting these important social
interactions requires technologies that strategically leverage local geographic
information to bring users back to connecting locally.

Finally, in these findings, we saw strong similarities to Parker and colleagues’
work with healthy eating among low-income African American communities,
where they identified the value of collectivism for designing technologies for
health (Parker et al., 2012; Parker and Grinter, 2014). They describe collectivistic
systems as digital health interventions that focus on: the value of collectivism as a
sense of communal responsibility, sensitivity to cultural uniqueness and local
expertise, and collective action for the pursuit of systemic change (Parker et al.,
2012; Parker and Grinter, 2014). Using social connectedness can help designers to
design these types of systems for any type of health, by focusing on the structures
that enable relationships to form, the functions that relationships serve, and the
qualities that make relationships so transformative for mental health, physical
health, and longevity.

Conclusion

In summary, the five layers of social connectedness expand our focus beyond
social support — or lack thereof, including mistreatment and harm — that explain
how people either feel a sense of belonging and worth in relation to others, or feel
demoralized, isolated, and hopeless. Importantly, this type of social support
concerns a person’s subjective experience of connectedness to others, regardless of
how tangible or quantifiable connectedness to others may be from an external,
objective perspective. This kind of social support also has less to do with
problem-solving (e.g., information seeking, symptom monitoring) than it does
with a fundamental sense of human connection that enables building relationships
and contributing to one’s community. The layers of social connectedness also
demonstrate how individual and collective well-being are intertwined. The absence
of social connectedness leads not only to an individual’s adverse mental and
physical health outcomes (Office of the Surgeon General, 2023a), but also to
antisocial behavior, violence, and the disintegration of neighborhoods — as
reported by our youth advocate interviewees, who observed how local youth were
being drawn into gun violence due to cycles of trauma and neglect.
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