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Do Hand-Held Devices have a future in
Augmented Reality real-life remote
tasks? Reflections on impact/acceptance
versus Head-Mounted Displays

Bernardo Marques, Samuel Silva, Paulo Dias, Beatriz Sousa Santos
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Abstract. Augmented Reality (AR) is a powerful tool for supporting remote scenarios.
Despite the broad adoption of Hand-Held Devices (HHDs), one common assumption is
that Head-Mounted Displays (HMDs) may revolutionize such activities, since collaborators
can visualize situated instructions given by remote experts, while in a ’hands-free’ setting.
This claim is typically based on toy problem user studies with rather low complexity (Lego
Blocks/Tangram puzzles), but what works best for real-life scenarios is not clear. This shows
a need for understanding the use/adoption of such devices in real scenarios. In this work,
motivated by a partnership with the Industry sector, we discuss how HMDs and HHDs are
viewed by different audiences (user study participants, domain experts and target users) for
supporting on-site workers during remote maintenance tasks. After all, most stakeholders
defend HHDs are still the way to go to address real-life scenarios.
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Introduction

Scenarios of remote collaboration force distributed team-members to establish a
joint effort in aligning and integrating their activities in a seamless manner. It has
the potential to support challenging problems in industrial, medical, and educational
domains, among others (Johnson et al., 2015; Kim et al., 2020).

One major issue of remote scenarios is the fact that collaborators do not share a
common space/world, reason for the interest in using Augmented Reality (AR)
(Madeira et al., 2021; Marques et al., 2021d, 2019; Martins et al., 2021). Remote
AR-based solutions ensure collaborators establish a shared understanding,
analogous to their understanding of the physical space i.e., serve as a basis for
situation mapping, allowing identification of issues, and making assumptions and
beliefs visible (Lee et al., 2020; Barroso et al., 2020; Marques et al., 2021c,a,b).
By creating a common ground environment, it can enhance alertness, awareness,
and understanding of the situation, allowing interactions between geographically
dispersed collaborators (Johnson et al., 2015; Belen et al., 2019).

Although various visualisation technologies are available for AR use-cases,
namely Hand-Held Devices (HHDs), Head-Mounted Displays (HMDs), static
screens, and projectors (Egger and Masood, 2020; Alves et al., 2021), in scenarios
of remote collaboration supported by AR, the most prominently approach is the
use of HHDs and HMDs for the on-site collaborator, and computers for remote
experts. While HHDs like smartphones and tablets are attractive due to their price,
availability, and familiarity, HMDs like the Microsoft HoloLens are prominently
considered given their "hands-free’ characteristics, i.e., easily supports observing
augmented content on top of world environment, leaving the on-site collaborator
able to conduct physical tasks (Palmarini et al., 2018; Souza Cardoso et al., 2020;
Thomas and Holmquist, 2021). In fact, a potential shift in the preferred device may
occur. This last is thought to revolutionize real-life scenarios where HHDs are
currently the dominant approach (Belen et al., 2019). Some literature corroborates
the previous claim based on the results of preliminary user studies. Nevertheless, it
must be highlighted that these focused almost exclusively on tasks requiring low
levels of collaboration and rather low complexity like toy problems, e.g., assembly
of Lego Blocks or Tangram puzzles (Marques et al., 2021e).

Hence, the question arises: 'Do HHDs have a future in real-life AR-remote
tasks? Or will HMDs proliferation occur in the next years?’

To address this, there is a need for understanding the use and possible adoption
of such devices in real-life scenarios. Also, consider the perspective of domain
experts and target-users. To explore this opportunity, in this work, motivated by a
partnership with the Industry sector, we discuss how HMDs and HHDs are viewed
for supporting on-site workers during real-life remote tasks according to different
audiences: user study participants, domain experts and target users.



Methodology

A Human-Centered Design (HCD) methodology was established through
participatory design, i.e., involving stakeholders in the design process. It was
motivated by a partnership with the Industry sector (Figure 1), considering
different audiences: user study participants, domain experts and target users. Step
1 focused on identification of industrial needs. Step 2 implied the creation of an
AR-based collaborative prototype based on the requirements defined, including
support for HHDs and HMDs (Figure 2). Step 3 enabled iterative refinement of the
prototype through various real-life studies. Results from this process will be
reported in the Discussion Section later on.

1) Identify needs from an Industrial Context

3) Evaluation

AY)
&

Figure 1. Methodology adopted for understanding how collaborative work is accomplished in an
Industry context and how AR may assist in remote scenarios: a) focus group to identify user needs;
b) definition of requirements; c) AR-based prototype creation; d) evaluation following a set of real-
life tasks identified as relevant in maintenance contexts. Adapted from: (Marques et al., 2022).

Focus group with domain experts and target-users

Eight individuals from multi-disciplinary areas (e.g., technicians, project managers,
remote support supervisors, designers, software engineers, and a Faculty member)
participated in an initial focus group session, that lasted 2 hours. The collaborative
realities of each participant were explored and the subject of AR in different devices
was progressively addressed. Qualitative data was collected, i.e., using a mobile
device to record audio and notes from the participants, who provided their informed
consent. Later, the insights from the collected data were analyzed to determine
common themes and shared understandings.
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Figure 2. Overview: When facing unfamiliar tasks, on-site technicians can point a HHD or a HMD
to the situation context and share it using video with the remote expert. After a discussion for
situation understanding (1), the expert freezes the live stream (2) and using different annotation
features enhances the pictures captured to identify specific areas of interest or indicate actions to be
performed (3). Afterwards, the technician receives the instructions and performs an augmentation
on top of the real world (4 & 5). Development: Unity game engine - C# scripts. Vuforia library to
place augmented content. Communication over Wi-Fi through calls to a PHP server. .

Real-life studies with user study participants

Within the scope of the industry collaboration, several studies were carried out,
highlighted below, which allowed us to more clearly perceive the advantages,
constraints and challenges of the devices considered.



An initial formal user study with 9 participants (20 to 63 years old) was
conducted to evaluate if the instructions could be used during real-life tasks,
and identify usability constrains. Participants had various occupations, e.g.,
Master and PhD Students, Researchers and Faculty members from different fields.
They had no experience with the case study, but had experience with AR and
remote tools. Participants would act as on-site technicians using a HHD, while a
researcher was the counterpart. The goal was to conduct remote maintenance
procedures, defined with the assistance of our industry partners, including 1-
replace interconnected components, 2- plug/unplug energy modules, 3- remove
sensors, 4- integrate new components. On average, each evaluation session lasted
for 70 min ( tasks took 40 min to complete).

Later, an informal user study was conducted with 8 participants (25 to 63 years
old) from the previous study to identify usability constrains, and asses their
satisfaction towards the HMD version of the prototype. Participants would act
as on-site technicians using the HMD. The goal was to reproduce similar
procedures as the ones considered in the previous study, i.e., with a different scope,
yet with identical complexity and resources. On average, each evaluation session
lasted for 70 min ( tasks took 35 min to complete).

For both studies, the procedures consisted in: First, participants were instructed
on the experimental setup, the tasks, and gave their informed consent. Then, they
were introduced to the prototype and a time for adaptation was provided, i.e., a
training period to freely interact. Afterwards, the tasks were performed, while
being observed by a researcher, who provided assistance if necessary. In the end,
participants answered a post-task questionnaire and a small interview occurred to
understand participants’ opinions, preferences and suggestions towards: perceived
helpfulness and satisfaction; visualization and movement; ergonomics and safety;
learning opportunities and training.

Discussion of HHDs vs HMDs in real-life tasks

This section describes the main insights, comments and preferences of domain
experts, target-users and user study participants based on the focus group and
studies conducted. Based on this information, we delve deeper into the question
raised in the introduction.

Perceived Helpfulness and Satisfaction

Regarding hardware characteristics, during the focus group session, it was
emphasized by the audience that the workforce is constantly moving, which means
smaller, lighter, easy-to-carry devices are more convenient. Also, headphones
integration could be needed for louder environments, as well as the existence of
internal/external lamps for darker situations, i.e., areas with low light levels that
require artificial illumination. It was also unanimous that existing HMDs and
HHDs fit this description, or can be adapted to such needs.



Some domain experts and user study participants considered HMDs
"hands-free’ capability as important for operational deployment, being less
intrusive, so that technicians use their hands to accomplish the tasks, while
visualizing additional information. Besides, additional comments were made
towards the advantages some companies advertise, namely improved
immersiveness during collaboration and enhanced performance, decrease in errors
and task duration, as well as cognitive load. Nevertheless, the workforce needs in
real-life scenarios, as well as their computer literacy are not considered, which
may lead to technology rejection.

Although HHDs require technicians to place the device on a surface to perform
the intended tasks, many target-users reported this feels more natural, when
compared to HMDs, due to the lack of familiarity and acceptance of such devices.
Using HHDs appears as the next step to replace existing video conference
solutions, which they already explore in the workplace. In fact, the industrial
partners stated that in the past, they had surveyed their workforce on such topic,
reporting that most technicians (who had an informed opinion, having
understanding of its features and prior contact with some demos before said
survey) preferred using traditional HHDs, despite the lack of a ’hands-free’
approach. There was also concern associated with the HMDs shared view, given
that it is dependent on head orientation, which may not always represent the task
context, i.e., relevant areas of interest to the remote expert. This may happen when
an action is performed too close to the worker body, leading to reduced situation
perception. Another important factor is the significant investment in hardware,
including not only the HMDs, but also computers with specific characteristics for
the development/authoring process associated with such devices.

Visualization and Movement

As for resolution, field of view and content distortion, HHDs appear as the best
alternative. Especially, in scenarios of one-to-many, where there is more than one
expert providing assistance or high amounts of visual cues being shared. These
restrictions of HMDs may have some effects on the human body after a prolonged
period of usage (see below). There was also some apprehension as to technicians
walking while processing visual information presented via HMDs, because it may
cause usage issues, e.g., spatial disorientation and tracking losses. Additionally,
some user study participants commented they did not see their surrounding
physical space, stating this could be distracting and cause disorientation
sometimes. In industrial environments with human and robot movement constantly
present, this may lead to severe safety problems (as illustrated next). Thus, this
may lead to a more cautiously (slower) approach to task resolution.

Ergonomics and Safety

Scenarios of remote collaboration may occur for longer periods of time. This topic
was subject of concern by all stakeholders involved. Although HHDs force on-site



technicians to divide their attention between the instructions received and the tasks,
possibly generating some fatigue, this option was considered comfortable and safe
in general. In contrast, it was agreed that long-term usage of HMDs (i.e., worn
over a complete working shift) may cause discomfort, headaches, dizziness nausea,
problems to focus on the instructions received, as well as higher levels of stress.
There is also the risk of injuries and safety issues caused by fatigue, by having
on-site workers in uncomfortable positions to provide the task context to remote
experts (e.g., approach their heads closer to working machines with hot parts or
rotating elements), or even by dividing their attention between the AR-content and
the real-world environment (e.g., fail to notice they are in traffic areas). There
was also caution towards being able to wear glasses with HMDs, e.g., experience
increase discomfort and pain regarding pressure points (e.g., nose, head, ears, etc.),
as well as if the headset fits properly over the glasses.

Learning Opportunities and Training

Another important topic is the HMDs set-up process, which may take longer,
including hand/head/eye calibration, while traditional HHDs require almost no
set-up. Since some technicians may not be familiar with such processes, there is a
need to consider training sessions, allowing the workforce to know where to start.
Not only that, but also to learn how HMDs work, in particular, interaction
possibilities, which are somehow limited for most existing options in the market.
This must be addressed to improve acceptance and content manipulation.
Regardless, participants believe that although an adaptation period is necessary to
learn how to use HMDs, training can improve user performance, leading to higher
acceptance of such devices.

Concluding Remarks and Future Work

Collaboration using AR has high potential in problem-solving scenarios among
distributed team-members facing complex tasks. Regarding HHDs vs HMDs,
research has been mostly devoted to user studies with rather simpler tasks, limiting
the amount of collaboration required. A more in-depth consideration is paramount
since little research on comparing these devices for real-life remote tasks exist.

As a contribution, a discussion regarding these devices usage and accepted
during real-life remote tasks was presented, focusing on the opinion of different
audiences.  Although HMDs appear as a step forward, at this time, many
stakeholders still believe they are not robust/reliable enough, still requiring further
improvement, e.g., miniaturization and weight loss, higher processing speed.
Existing drawbacks make them unsuitable for some, if not most industrial
applications, e.g., manipulating large/heavy parts, working in small spaces.
Therefore, the research community must be careful to derive insights on the
general use of HMDs for assistance during scenarios of remote collaboration.



Overall, we argue that HHDs still prevail, being cheaper and more accessible
for larger adoption by companies with different sizes and workforce expertise,
despite the obvious drawback of having to hold the device during task resolution.
This also represents an opportunity, as HHDs may function as a probe to stimulate
discussion, boosting user confidence/engagement in AR-technology, leading to a
better adoption/acceptance of more industry-ready headsets moving forward.

This study is being expanded by conducting a formal long-term user study to
compare task resolution and collaborative process of distributed team-members
while using such devices, which was not possible due to the pandemic constraints.

Acknowledgments

To everyone involved in user studies, and discussion groups, thank for your time and
expertise. This research was developed in the scope of the PhD grant, funded by FCT
[SFRH/BD/143276/2019]. It was also supported by IEETA funded through FCT, in the
context of the project [UIDB/00127/2020] and by the Smart Green Homes Project
[POCI-01-0247-FEDER-007678], a co-promotion between Bosch Termotecnologia S.A.
and the University of Aveiro.

References

Alves, J., B. Marques, C. Ferreira, D. Paulo, and B. S. Santos (2021): ‘Comparing augmented reality
visualization methods for assembly procedures’. Virtual Reality, pp. 1-14.

Barroso, J., L. Fonseca, B. Marques, P. Dias, and B. S. Santos (2020): ‘Remote Collaboration using
Mixed Reality: Exploring a shared model approach through different interaction methods’. In:
European Conference on Computer-Supported Cooperative Work, ECSCW: The International
Venue on Practice-centred Computing on the Design of Cooperation Technologies - Posters &
Demos. pp. 1-6.

Belen, R. A.J., H. Nguyen, D. Filonik, D. D. Favero, and T. Bednarz (2019): ‘A systematic review of
the current state of collaborative mixed reality technologies: 2013-2018’. In: AIMS Electronics
and Electrical Engineering, Vol. 3. p. 181.

Egger, J. and T. Masood (2020): ‘Augmented reality in support of intelligent manufacturing: a
systematic literature review’. Computers & Industrial Engineering, vol. 140, pp. 1-22.

Johnson, S., M. Gibson, and B. Mutlu (2015): ‘Handheld or handsfree? Remote collaboration via
lightweight head-mounted displays and handheld devices’. In: ACM Conference on Computer
Supported Cooperative Work & Social Computing. pp. 1825-1836.

Kim, S., G. Lee, M. Billinghurst, and W. Huang (2020): ‘“The combination of visual communication
cues in mixed reality remote collaboration’. Journal on Multimodal User Interfaces, vol. 14,
no. 4, pp. 321-335.

Lee, G., H. Kang, J. Lee, and J. Han (2020): ‘A User Study on View-sharing Techniques for One-
to-Many Mixed Reality Collaborations’. In: IEEE Conference on Virtual Reality and 3D User
Interfaces Abstracts and Workshops (VRW). pp. 343-352.



Madeira, T., B. Marques, J. Alves, P. Dias, and B. S. Santos (2021): ‘Exploring Annotations
and Hand Tracking in Augmented Reality for Remote Collaboration’. In: Human Systems
Engineering and Design I1I. pp. 83-89, Springer International Publishing.

Marques, B., B. S. Santos, T. Aradjo, N. C. Martins, J. B. Alves, and P. Dias (2019): ‘Situated
visualization in the decision process through augmented reality’. In: International Conference
on Information Visualisation, IV 2019. pp. 13-18.

Marques, B., S. Silva, J. Alves, A. Rocha, P. Dias, and B. S. Santos (2022): ‘Remote Collaboration
in Maintenance Contexts using Augmented Reality: Insights from a Participatory Process’.
International Journal on Interactive Design and Manufacturing, IJIDeM, pp. 1-20.

Marques, B., S. Silva, P. Dias, and B. S. Santos (2021a): ‘A Toolkit to Evaluate and Characterize
the Collaborative Process in Scenarios of Remote Collaboration Supported by AR’. In: IEEE
International Symposium on Mixed and Augmented Reality Adjunct (ISMAR-Adjunct). pp. 336—
337.

Marques, B., S. Silva, P. Dias, and B. S. Santos (2021b): ‘An Ontology for Evaluation of Remote
Collaboration using Augmented Reality’. In: European Conference on Computer-Supported
Cooperative Work, ECSCW: The International Venue on Practice-centred Computing on the
Design of Cooperation Technologies - Posters & Demos. pp. 1-8.

Marques, B., S. Silva, A. Rocha, P. Dias, and B. S. Santos (2021c): ‘Remote Asynchronous
Collaboration in Maintenance scenarios using Augmented Reality and Annotations’. In: IEEE
Conference on Virtual Reality and 3D User Interfaces Abstracts and Workshops (VRW). pp. 567—
568.

Marques, B., S. S. Silva, J. Alves, T. Araujo, P. Dias, and B. S. Santos (2021d): ‘A Conceptual Model
and Taxonomy for Collaborative Augmented Reality’. IEEE Transactions on Visualization &
Computer Graphics, pp. 1-18.

Marques, B., A. Teixeira, S. Silva, J. Alves, P. Dias, and B. S. Santos (2021e): ‘A critical
analysis on remote collaboration mediated by Augmented Reality: Making a case for improved
characterization and evaluation of the collaborative process’. Computers & Graphics, pp. 1-17.

Martins, N. C., B. Marques, J. Alves, T. Aratjo, P. Dias, and B. S. Santos (2021): ‘Augmented
reality situated visualization in decision-making’. Multimedia Tools and Applications, pp. 1-24.

Palmarini, R., J. A. Erkoyuncu, R. Roy, and H. Torabmostaedi (2018): ‘A systematic review
of augmented reality applications in maintenance’.  Robotics and Computer-Integrated
Manufacturing, vol. 49, pp. 215-228.

Souza Cardoso, L. F., F. C. M. Q. Mariano, and E. R. Zorzal (2020): ‘A survey of industrial
augmented reality’. Computers & Industrial Engineering, vol. 139.

Thomas, D. and L. E. Holmquist (2021): ‘Is Functionality All That Matters? Examining Everyday
User Opinions of Augmented Reality Devices’. In: IEEE Conference on Virtual Reality and 3D
User Interfaces Abstracts and Workshops (VRW). pp. 232-237.



Gionnieve Lim and Simon T. Perrault (2022): Explanation Preferences in XAl Fact-
Checkers. In: Proceedings of the 20th European Conference on Computer-Supported
Cooperative Work: The International Venue on Practice-centred Computing on
the Design of Cooperation Technologies - Posters and Demos, Reports of the
European Society for Socially Embedded Technologies (ISSN 2510-2591), DOI:
10.48340/ecscw2022 _p02

Copyright 2022 held by Authors, DOI: 10.18420/ecscw2022_p02

Permission to make digital or hard copies of part or all of this work for personal or classroom
use is granted without fee provided that copies are not made or distributed for profit or
commercial advantage and that copies bear this notice and the full citation on the first page.
Abstracting with credit is permitted. To copy otherwise, to republish, to post on servers, or to
redistribute to lists, contact the Authors.

Explanation Preferences in XAl Fact-
Checkers

Gionnieve Lim and Simon T. Perrault
Singapore University of Technology and Design
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Abstract. As misinformation grows rampantly, fact-checking has become an
inordinate task that calls for automation. While there has been much
advancement in the identification of misinformation using artificial intelligence (Al),
these systems tend to be opaque, fulfilling little of what fact-checking does to
convince users of its evaluation. A proposition for this is the use of explainable Al
(XAl) to reveal the decision-making processes of the Al. As research on XAl fact-
checkers accumulate, investigating user attitudes on the use of Al in fact-checking and
towards different styles of explanations will contribute to an understanding of
explanation preferences in XAl fact-checkers. We present the preliminary results of a
perception study with 22 participants, finding a clear preference towards explanations
mimicking organic fact-checking practices and towards explanations that use texts or
that contain more details. These early findings may guide the design of XAl to enhance
the performance of the human-Al system.

Introduction

Misinformation has become one of the greatest challenges of the twenty-first
century. With the ease of creation and spread of information online, malicious
actors have weaponized the digital ecosystem to spread misbeliefs intending to
socially engineer behavior. From individual issues to international threats,
misinformation has caused financial, political, and social harm in all scales
(Spring, 2020). To address misinformation, particularly on social media where



user participation and information exchange is most substantial, one
countermeasure is the use of Al to identify misinformation and to either remove
or label the false content. Such Al systems tend to be sophisticated, their opaque
decision-making process being uninterpretable to humans (Castelvecchi, 2016).
This has led to research exploring the use of XAl to explain the decision-making
process. With growing interest in the application of XAI in automated fact-
checking, we seek to make an initial investigation on user preferences towards
XA fact-checkers to understand the illustrations and details that users appreciate
in explanations. This is done through a perception study that examines various
dimensions of XAI fact-checkers. We present the results of participants’
assessments of XAl fact-checkers, discussing early findings on user preferences
in explanations that developers may take into account during the process of
design.

Related Work

Automated Misinformation Detection

The spread of misinformation on popular social media apps like Facebook and
Twitter has become a global concern. Due to the sheer quantity of information
generated every instance, social media companies have taken to using Al to
identify misinformation (Facebook, 2020; Twitter, 2021b). Automated
misinformation detection has also been used to assist in the jobs of human fact-
checkers in media firms and fact-checking organizations by identifying check-
worthy claims from the mass of online information (Funke, 2018). This problem
is also popular in academia with many researchers working on building Al
systems with ever higher misinformation detection accuracy (Zhou and Zafarani,
2021). While automated misinformation detection has become advanced, parallel
meta-discussions on Al have called for greater transparency and collaboration
with human input in these systems (Shneiderman, 2020). A response to this is the
adoption of XAI. With the variety of explanations that have been developed,
having an understanding of how users feel towards different explanations may
serve to illuminate the future design directions of XAl fact-checkers.

XAI Fact-Checkers

Social media companies have committed to more ethical Al practices through the
use of XAI (Facebook, 2021; Twitter, 2021a). There has also been several
research works on fact-checking with XAI. Two of the more popular techniques
are LIME (Ali et al., 2021) and SHAP (Reis et al., 2019). These techniques build
a linear model that is easier to understand above the more complicated underlying



Al model. The attention mechanism (Aloshban, 2020) is an interpretable machine
learning technique with extended applications such as evaluating news using
other sources like news articles (Popat et al., 2018) and social media comments
(Tian et al.,, 2020). This technique uses a model that is fundamentally
understandable. We modeled the set of XAl fact-checkers used for the study after
the outputs of these techniques. From the literature, these techniques were more
widely applied in explainable misinformation detection with a diversity of
illustrations and details. As such, we identified five types of explanations for the
XAl fact-checkers in the perception study (Figure 1).
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Figure 1. XAI fact-checkers with five types of explanations.

Method

Study

An online form was used to administer the study. We employed convenience
sampling where the study link was sent to a university mailing list and to personal
contacts. Further sharing of the study by participants was encouraged. The study
was voluntary and uncompensated. Collected data was kept confidential and no
identifiable information was gathered. The research was approved by the
University’s Institutional Review Board.

The form contained 31 items. There were 3 items on participant demographics,
25 on the assessment of XAI explanations, and 3 on XAI fact-checking
reflections. The questions included single-choice and 5-point Likert items.



Participants

Twenty-two responses were gathered. Most participants were in their 20s (M =
24.6, SD = 5.58, Min = 20, Max = 46). On gender, 7 were female and 15 were
male. On current or highest attained education, 7 had polytechnic diplomas or
GCE A-Levels, 11 had bachelor’s degrees, and 4 had postgraduate degrees.

On the level of knowledge of Al based on a 5-point scale (1: None, 5: Expert),
where ‘Expert’ was described as ‘having the ability to program Al algorithms’,
the Al knowledge of participants averaged 3.91 (SD = 0.97, Min = 2, Max = 5).
None of the participants were unaware of Al.

Preliminary Results

Participants were asked to assess five types of explanations (Figure 1) by the
following parameters: Visually Appealing (Vis), Easy to Understand (Und),
Useful (Use), Informative (/nf), and Convincing (Con). The scoring was
conducted on a 5-point scale (-2: Strongly Disagree, +2: Strongly Agree). For
each parameter, an accompanying description was provided (Table I). These
parameters were chosen to comprehensively cover various aspects of an XAl
explanation. While each parameter could be broken down into smaller
components, for example, for Visually Appealing, we could have assessed ‘color’
and ‘layout’ independently, we did not do so as that level of specificity was
unnecessary for obtaining an overall user perception and would have been more
appropriate in, say, a study on user experience and usability.

Table 1. Assessment parameters of an XAl explanation.

Parameter Description

Visually Appealing I like the design/color/layout of the fact-checker.
Easy to Understand I can understand the details of the fact-checker.

Useful The details given by the fact-checker are meaningful to
me.

Informative The amount of details given by the fact-checker is
acceptable to me.

Convincing The details given by the fact-checker persuade me to

believe in its veracity prediction result.

An overview of the assessment results of the five types of explanations is
given in Figure 2. Type Four consistently achieved the highest means across all
parameters (Vis: M = 0.50, SD = 0.80; Und: M = 0.77, SD = 0.43; Use: M =



0.73, SD = 0.77; Inf: M = 0.73, SD = 0.88; Con: M = 0.73, SD = 0.98). Types
Two and Five had second and third position means for Vis, Und, and Use which
swapped for Inf and Con. Types One and Three had fourth and fifth position
means for Vis, Und, and Use which swapped for Inf'and Con.
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Figure 2. Assessment results by each parameter where red dots indicate the mean. Box plots are
arranged by descending mean.

For all the parameters, only Type Four had positive mean scores throughout
while Types One and Three had negative mean scores throughout. Type Two had
positive mean scores only for Vis and Und. Type Five had positive mean scores
only for Vis and Inf.

By averaging the scores across each parameter, Type Four achieved the best
overall score (M = 0.69, SD = 0.79), followed by Two (M = 0.18, SD = 1.06),
Five (M = 0.12, SD = 1.23), One (M = 0.68, SD = 1.12), and Three (M = 0.74,
SD = 1.01). This order is similarly reflected in the ranking of XAI explanations
that participants gave. We showed all five explanations and asked participants to
rank them according to their overall preference. We then coded the best rank as 5,
the worst rank as 1, and the like, to obtain descriptive statistics. The top-ranked
explanation is Type Four (M = 3.64, SD = 0.58), followed by Two (M = 3.14, SD
= 1.42), Five (M = 3.14, SD = 1.36), Three (M = 2.82, SD = 1.59), and One (M
= 2.27, 8D = 1.64). The order of the last two positions were reversed in the latter
case.

Before participants assessed the XAl explanations, we showed them an image
of an Al fact-checker prediction without any explanation and asked them, on a 5-
point scale (1: Not at All, 5: Very Much), how curious they were about how the
Al fact-checker came up with its prediction result. Most participants indicated a
high level of curiosity (M = 4.36, SD = 0.66). After the assessment, we asked



them to compare the Al fact-checker without explanation to a Type One Al fact-
checker with explanation (as it was the simplest) and asked them which version
they preferred. Nine participants selected the one without explanation while 13
selected the one with it.

Discussion

There is a clear preference towards Type Four out of all the explanations. Type
Four uses weighted information from other news articles to predict the veracity of
the news. Considering that this method is very similar to what one might naturally
do when fact-checking, that is to find other news articles and cross-reference the
information, it is not surprising that this organic style of explaining is most
preferred by users. In a similar fashion, Type Two, which uses weighted
comments on the news as an explanation, is also more preferred.

Interestingly, there is contestation among Types Two and Five which are
vastly different types of explanations. Type Two uses comments to explain while
Type Five uses weighted words of the news headline, showing the magnitude and
directional effect of each word and their overall contribution to the veracity
prediction. In Figure 2, both types had similar scores for most parameters, with an
observable disparity only in Und. From a usability standpoint, text is easier to
understand but might take longer to peruse. In contrast, diagrams are more
concise but require a certain level of data literacy. Since all our participants are
highly educated, they likely have no issue with interpreting the diagrams, but if a
greater diversity of participants who may be less educated are involved, we might
observe a lower preference of Type Five to Type Two.

There is also contestation among Types One and Three. Both use weighted
words of the news headline and show the magnitude of contribution to the
veracity prediction. Type Three further makes explicit the directional contribution
of the words through the diagram. From Figure 2, there are observable disparities
in Und, Use, and Con. The result for Und is not surprising as Type One is much
simpler than Type Three. More interesting is the result for Use and Con.
Ironically, while more users found Type One to be more meaningful, more are
persuaded to believe in the veracity prediction by Type Three. While our results
are not sufficient to explain this contradiction, a plausible reason for the latter
observation may be because the diagram in Type Three is more informative and
has greater visual impact, leaving a stronger impression on participants.

Summarizing, there is a general preference towards texts than to diagrams, and
to having more than less content in XAl explanations. Participants are generally
curious about how an Al fact-checker makes its decision and would appreciate
having explanations provided. In the context of fact-checking, providing text-like
explanations may be better for users, but may not be feasible as many industry Al
fact-checkers use metadata for identifying misinformation. If diagram-like



explanations like LIME and SHAP are the practical option, explanations should
be redesigned to support the human understanding and control of XAI more
strongly (Wolf, 2021; Zagalsky et al., 2021).

Limitations

This preliminary study is limited in its scope and scale. First, while we sought to
understand users’ preferences towards explanations in the context of fact-
checking, our study did not investigate, in the first place, users’ attitudes towards
fact-checking. In a study conducted in the United States, fact-checking was found
to have varying reception by people across different political ideologies and
topics (Rich et al., 2020). This study might thus have been better established by
differentiating between participants who were receptive to automated fact-
checking and those who were not as the level of attention they would pay to XAl
fact-checkers in a real setting would differ greatly.

Second, the parameters that are used to capture explanation preferences lack
nuance. For the purposes of this study, we defined and examined broader
parameters. Yet, in doing so, we also missed capturing specific and precise
preferences in finer aspects. For this, a future line of work includes defining and
conducting an extensive assessment of XAl explanations using parameters with
detailed breakdowns coupled with the solicitation of qualitative feedback.

Last, the sample of participants is not representative. The sample size of the
study is small, and the participants are largely highly educated young adults, with
a greater proportion of males. Future recruitment of participants will aim to be of
a greater magnitude and diversity to better emulate the public demographic.

Conclusion

With advances in research on automated fact-checking using XAI, an
understanding of how users perceive and take to the explanations is fundamental
to future developments. With that aim, we conducted an XAI fact-checkers
perception study with 22 participants. We found an obvious preference to a type
of explanation that follows the organic fact-checking process of cross-referencing
with other news articles. There was also a general preference towards
explanations using texts or that are heavier on details. Developers may consider
these aspects when designing for higher synergy between humans and Al fact-
checkers.
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Abstract. We present a case study on co-creating a research data infrastructure together
with social policy researchers. Over three years, we investigated how the social scientists
worked with data, and designed a collaborative system to support them in the
harmonization, validation, exploration, and sharing of research data. We conducted
several co-creation workshops, interviews, surveys, and user studies not only to co-design
the system but also to assess the benefits and limitations of our participatory approach for
this interdisciplinary collaboration. The evaluation uncovered that the researchers were
satisfied with the processes and tools that we developed, and that the system was
successfully adopted. We found that when working in a large interdisciplinary project,
especially in the context of social policy research, it is critical to assess the status of the
data early on, and to discuss how the group and individual goals connect with each other,
to ensure long-term engagement and commitment.



Introduction

In the last decade, we have witnessed a rapid increase in the quantity of data
available in science. Accordingly, CSCW researchers have been studying how
experts work with data in diverse domains to find out how technology can support
cooperative scientific work (Velden et al., 2014). Vertesi and Dourish (2011)
studied how the way planetary scientists produce data is a key factor in how they
share data. Neang et al. (2021) investigated the social and organizational concerns
surrounding data integration in oceanography. Overall, the scientific culture and
practices of the disciplines play a critical role in how computer-support systems
can facilitate scientific work (Jirotka et al., 2013). This is what Lee et al. (2006)
call the human infrastructure of cyberinfrastructure.

Tenopir et al. (2015) found that the norms of data sharing vary highly between
disciplines. While astronomy and biodiversity researchers have a culture of data
sharing, medicine and social sciences researchers are less likely to share.
According to Savage and Vickers (2009), researchers rarely create appropriate
metadata early enough, which later leads to not releasing the data because of the
associated workload.

Given the need for more efforts to support sharing in the social sciences, we
sought to co-design a research data infrastructure together with social science
researchers. Over three years, we collaborated with social policy experts in a
multidisciplinary project aimed at analyzing and explaining social policy dynamics
worldwide. We supported them on the harmonization, validation, exploration, and
sharing of their datasets. Accordingly, we present a case study tackling the
following research question:

RQ What to consider when applying co-creation as a design methodology to create
a data infrastructure system for social policy researchers?

We present our insights on how social policy researchers organize their data
work, and how we co-designed a data infrastructure to support them. According to
the evaluation, the system was successfully adopted. We share our
recommendations for data infrastructure projects based on our co-creation study.

Motivation and methods

Our case study is based on a multidisciplinary research project on global social
policy involving 29 researchers from political science, sociology, geography, and
computer science (CRC 1342: Global Dynamics of Social Policy, 2022). We report
our insights from the first three years of our on-going collaboration.

The main goal of the project is to collect data on social policies worldwide.
The data involves not only social policy indicators (i.e. variables) created by the
researchers, but also indicators collected by institutions such as the World Bank.
We designed an information system to harmonize, share, and explore said data.



We applied co-creation as a design methodology (co-design). Co-creation is
based on conducting regular workshops with the stakeholders to not only design a
solution for them, but also with them (Sanders, 2008). In the workshops, we used
well-known methods for creative work such as wishful thinking (Kerzner et al.,
2019), paper prototyping (Snyder, 2003), and reflective discussions (Molina Le6n
and Breiter, 2020).

To learn more about their work, we conducted contextualized interviews with
researchers of different project roles, and collected artifacts such as data files,
papers, and data analysis scripts. All the interviews and discussions were recorded
and analyzed through open coding according to grounded theory. To evaluate the
collaboration and the system, we conducted a survey and two user studies whose
results we present in the Evaluation section.

The Information System

Through the workshops and interviews, we elicited and iteratively refined the
following design requirements for the system:

R1 Support data harmonization. The researchers collected time series data from
various sources in different formats (e.g. books, CSV files). They required
support on combining the datasets together and preparing them for analysis.

R2 Support data validation. The data standards agreed on needed to be validated
systematically. The researchers wished for support on checking the data,
e.g. verifying country names.

R3 Enable interactive data exploration. Once the data was in the system, the
social scientists wished for tools to search and filter the indicators according
to their research interests.

R4 Allow flexible sharing of data and resources. Sharing was a priority to
collaborate with other researchers. Sharing tools would help ensure
transparency, reproducibility, and reuse of their research and data.

To support data harmonization (R1), we established Data and metadata
standards as guidelines for the data collection and merging processes. We created
a dedicated wiki to document the standards and the data itself, ensuring a high
level of documentation quality and transparency. Furthermore, we co-developed a
universal dataset template. The template covered all necessary attributes for each
data point and metadata. We also harmonized existing practices in data coding and
established coding rules. These rules described the requirements for each template
item, such as country codes, naming guidelines, etc.

For the data validation (R2), we implemented a validation pipeline, which
thoroughly checked if the uploaded data fulfilled the standards and gave detailed
feedback otherwise. For data exploration (R3), we designed three interfaces that
present the data in different ways:
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Figure 1. The Electoral democracy index indicator page (upper part of the interface).

1. Indicator page. This page presents all the information about a particular
indicator, covering its coding rules, sources, and more. Since the researchers
wished to discover and analyze spatio-temporal data patterns, the page
supports exploration through a coverage visualization, interactive search and
filtering options, and a wide range of visualizations tailored for each data
type (see Figure 1).

2. Country profile. Many theories and explanations in social policy research
focus on countries as the focal unit of analysis. Thus, we co-designed
profiles that zoom in on a specific country and shift the focus to the
development within it. As such, the profile is a valuable tool to inform area
studies, providing easy access to a set of key indicators.

3. Data Explorer. Here, we focus on supporting the analysis of multiple
indicators simultaneously by providing basic correlation insights and
visualizations tailored to different combinations of indicator types. While
correlation is not causation, it helps uncovering possible relationships that
can be further inspected and may inform inductive reasoning.

To support data sharing (R4), all pages provide various exporting options with
version control and all visualizations are downloadable. While the system is still



being prepared for general public access, registered users can compile indicators
into so-called “datasets” and share them with non-registered users via token-based
urls. For script sharing, we created the Community Notebooks page, where
researchers can upload computational notebooks to reproduce and replicate results.

Evaluation

After the first five workshops, we conducted a survey to investigate how the
researchers perceived the collaboration so far. Eight researchers participated.
Despite the small sample, the results provided relevant insights. Paper prototyping
and group discussions were the most preferred activities as they allowed the
experts to concretize their ideas and refine them by discussing them with their
peers. While researchers with high attendance were more positive about how their
participation influenced the outcome, half of the participants did not find such
regular meetings helpful for their work but noted that the workshops were the
place where they learned most about the research of their colleagues.

A few months later, the first version of the system was almost ready to be
released within the project. Before doing so, we conducted a small user study to
evaluate the interface design and to further assess the benefits and limitations of
our participatory approach. The researchers performed three navigation tasks
focused on the data visualizations, and participated in an interview. We had six
participants. That was the first time they could interact with the system, and four
participants reported to be impressed because it offered more options than other
systems they knew. This led to more positive answers about our collaboration
being helpful for their work. In the interviews, the most mentioned issue was that
not everyone was attending the workshops. Initially, we invited all researchers to
encourage openness and diversity, but only a few attended regularly.

Shortly after releasing the system, we conducted a second study with 12
researchers to evaluate the validation and exploration features. The study consisted
of five tasks. The first and second tasks required uploading a dataset, with and
without errors. The other tasks involved searching and exploring a given indicator,
interacting with a Country profile, and exploring indicator relationships in the Data
Explorer. After each task, participants rated its difficulty, and shared any problems
they had. Figure 2 presents the difficulty answer rates.

All but one participant completed the validation tasks successfully and
everyone finished the exploration tasks successfully. Overall, the outcome was
positive because most participants found all tasks easy to perform. The researchers
found the validation tests especially helpful for verifying the data. However, this
required additional work to adjust the data according to the established standards
— in contrast to their previous manual approach. They especially appreciated the
option to combine indicators in the Data Explorer, missing in other systems.

Regarding the co-creation process, the evaluation showed that the system
fulfilled the requirements and that the participants felt that their ideas were
included. However, the diversity of goals among the researchers, combined with
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Figure 2. Difficulty rank per task in the second user study, evaluating the data validation and
exploration features.

the inconsistent attendance, made it challenging to design custom features.
Moreover, the researchers saw the benefit of a systematized workflow for future
colleagues but considered that co-creating increased their workload.

Recommendations for data infrastructure projects

Based on our case study, we propose the following recommendations for researchers
and practitioners who plan to co-create a data infrastructure:

1. Ensure a limited yet representative group of participants actively involved in
the process. Initially, we invited all researchers. We noticed that too many
people were involved, some attended rarely, and power structures influenced
who voiced their opinion (e.g. doctoral students hesitated before disagreeing
with their supervisors). Overtime, we decided to invite only two persons per
research group and to organize teams mixing different groups and roles.

2. Assess the status and amount of data available early on. We planned to use
example datasets for designing the system early on, yet such datasets were
not ready. Thus, the design and development had to happen in parallel to the
data collection, which is not rare for research data management systems.

3. Connect individual and group goals, working in short iterations. Long-term
projects struggle with keeping participants engaged. Discuss the individual
goals of every participant and how they connect to the project goal,
prioritizing a balance between both. Short work iterations lead to less
repetition and facilitate including the input of the participants in every step.

4. Define the roles and tasks of the participants early on. The expectations of
the social scientists about the computer scientists, and viceversa, were
different because each group overestimated the work speed of the other. This
illustrates how misconceptions can easily occur in multidisciplinary projects.
Although participatory methods are favored to get everyone’s voice heard, it



is also important to clearly define the tasks and commitment needed for the
collaboration to succeed.

Discussion and conclusions

Tenopir et al. (2015) suggest that creating a sound data infrastructure is a solution
to impulse data sharing among researchers. However, designing for reproducibility
has multiple constraints and challenges (Feger et al., 2020). Our study shows that
designing such a system is a long-term process that requires a close and exhaustive
collaboration. In the workshops, we found that some researchers did not identify
themselves as users because it would take a long time for the system to reach a
state where it could provide immediate benefits. This reflects one of the challenges
of developing groupware applications reported by Grudin (1994): the disparity
between work and (immediate) benefit.

Promoting collaboration among the researchers was another positive outcome
beyond the system adoption. Participants developed a shared understanding of their
collaborative research in the workshops. This confirms the findings of Neang et al.
(2021) with oceanographers. Overall, our case study presents insights on how to co-
create a data infrastructure for social policy research. Accordingly, we provide our
recommendations for similar endeavors. Our work contributes to the open science
efforts within the scientific community.
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Abstract. The development of Machine Learning (ML) models is a complex process
consisting of several iterative steps like problem definition, data collection and processing,
feature engineering, model training, and evaluation. While the amount of research on ML
model development is growing, little is known about the design process of ground truth in
datasets that serve as the backbone of many ML-based systems. Design choices made
before the labelling process often become invisible, and the ground truth becomes an
infrastructural part of the data, which prevents it from being inspected in the event of
problems at the later stages of the data science cycle. | conducted observations of the
collaborative work of radiologists and data scientists on ground truth design. | report on
the adopted process divided into three stages: Stage 1 - assessment of data requirements
and labelling practices; Stage 2 - design and evaluation of label structure; and Stage 3 -
design and evaluation of labelling tool. Moreover, | introduce two activities of Stage 2:
ideation and stress test to design high-quality labels. At last, | pose outstanding questions
to unpack the tensions and motivations observed during the ethnographic work.



Introduction

The development of Machine Learning (ML) models is a long and complex
process with many interdependent activities. Amershi et al. (2019) proposed an
iterative process that outlines nine distinct stages. The three early phases of that
process focus primarily on data collection, data cleaning, and data labelling. These
three stages constitute data wrangling - an activity so complex and laborious that it
accounts for up to 80% of time and effort required by some data science projects
(Guo et al.| (2011); Hellerstein et al. (2017); [Kandel et al. (2011)). |Sutton et al.
(2018) described extensive data-processing activities as "death by a thousand
wranglings." However, at the same time, the activities, decisions, and conducted
work shift into invisibility (Star and Strauss| (2004)), once, the dataset is sent
further down the process (Mueller and Salathé| (2019)). Labels become an
infrastructural part of the data and gain authority as the objective representation of
reality (Green| (2020); Gitelman| (2013)), thus serve as the ground truth in the later
stages of ML development and are not considered a human contribution of a
situated and emergent process (Mueller and Salathé (2019); [Feinberg (2017)).
Similarly, [Seidelin et al.| (2018) suggested that in an organisational context, data is
a design material, and as such can be moulded and acted on through a
collaborative design process.

There are many reasons as to why data wrangling and its outcomes disappear into
the infrastructure (Feinberg| (2017)). [Star and Ruhleder| (1996) suggested that data
scientists focus on datasets as entities that can be used to achieve other high-level
goals e.g., creating a model, rather on individual components with a complex
origin that constitutes them. Additionally, the articulation work (in the context of
ML development) - a type of work necessary to make other work possible
(Schmidt (2002)) - is often considered by data scientists banal and obvious
(Feinberg| (2017)), thus not worth recording. The effect of this assumption may be
further enhanced by the lack of documentation tradition in data science (Pine and
Liboiron (2015); Rule et al| (2018)); Zhang et al. (2020)), which allows for the
disappearance of the complex, collaborative, and social work put into data
preparation.

Given the current practices, accounts of documented label design work in the
medical area are lacking, which can be observed in the articles introducing medical
datasets used in many data science projectﬂ Many of these datasets did not report
on any in-depth considerations when designing the labels, providing only
superficial reasoning. E.g. Nguyen et al.| (2020) attributed the origin of the labels
to "a committee of most experienced radiologists from the two hospitals."
CheXpert authors selected 14 radiological observations and a single differential
diagnosis based on their prevalence in a sample of radiological reports and their

! I completed a preliminary analysis of seven open access chest x-ray datasets (Shiraishi et al.

(2000); Johnson et al.| (2019); Bustos et al.| (2020); Demner-Fushman et al| (2016)); Nguyen et al.
(2020); Wang et al.| (2019); [Irvin et al.| (2019)) that collectively were cited as part of a method
section more than 1 000 times



clinical relevance (Irvin et al. (2019)). Wang et al.| (2019) described briefly that
eight available labels in their dataset were selected "based on radiologists’
feedback." These datasets are often used as-is, and so [Li et al.| (2019) wrote
"[t]hese [available in ChestX-ray8 (Wang et al.| (2019))] labels are obtained by
analyzing the associated radiology reports. The disease labels are expected to have
accuracy of above 90%. We take the provided labels as ground-truth for training
and evaluation in this work." It is possible that the design work to select the eight
labels of ChestX-ray8 was considered obvious and that the labels themselves were
an objective part of the dataset. However, in doing so, as pointed out by Mueller
and Salath¢ (2019), the decisions taken during that design work became impossible
to inspect in the event of problems at the later stages of the data science cycle.
Some work has been conducted on unpacking the intricacies of data labelling. Fort
(2016) proposed a three-stage process to ensure reliable labelling. Especially
relevant, in the context of this poster, is its first stage - the pre-campaign, during
which a team of domain experts, managers, administrators, and other relevant
stakeholders creates an annotation guide. Such a guide, following Fort’s definition,
includes categories (labels), their definitions, a vision, and goals. In this poster, I
split the guide into the guidelines on how to annotate and the label structure, to
focus on the origin of the ground truth. Moreover, I report on a three-stage process
conducted during the pre-campaign and introduce two activities for the design of
the label structure. The labelled data in question were chest x-rays and the label
structure defined all the possible labels that can be applied to a dataset to serve as
the ground truth for an ML model. Upon completion, the label structure
comprised: (1) a tree structure of possible labels, (2) label definitions and
examples, (3) definitions of auxiliary metrics collected per study. Several other
boundary negotiating artefacts (Lee| (2007)) were used to support the collaborative
work and develop mutual understanding e.g.  spreadsheets for early label
comparison. Their description, however, lies outside of the scope of this poster.
Finally, I pose outstanding questions about the motivation and tensions between
the team members during the collaborative design work.

Methodology

To conceptualise the design work required to design ground truth. 1 participated in
the AI4XRAY projectﬂ funded by Innovation Fund Denmarkﬂ - an interdisciplinary
project established to design, develop, and roll out an Al-based chest x-ray
prioritisation tool in Denmark, Kenya, and Thailand. One of the project’s
objectives was to create a high-quality dataset of labelled chest x-rays for ML
training purposes. The collaborative design work that took place before the
labelling of the data happened between February and September 2021 and

2 https://di.ku.dk/english/news/2020/new-ai-system-will-detect-critical-heart-and-lung-

diseases-faster/
3 https://innovationsfonden.dk/en Grant number: 0176-00013B
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consisted of a series of 16 meetings. The design team comprised three specialised
radiologists and four data scientists.

I conducted participative observations of the collaboration during ten meetings
between radiologists and data scientists. Additionally, I designed a prototype of a
labelling tool, based on the data collected during the meetings, and evaluated it
with one of the participating radiologists accompanied by one of the data
scientists. The evaluation was audio-recorded and transcribed. Throughout the
collaboration process, I collected the following types of data: digital notes, audio
recordings, emails, and intermediate artefacts.

I started the analysis using abductive grounded theory (Rahmani and Leifels|
(2018)), which in opposition to traditional grounded theory encourages the use of
existing theories to explain grounded concepts. I openly coded the collected
materials to gain an understanding of the reoccurring themes and discourses.
Subsequently, I revisited the codes and the source material. 1 looked at data as
design medium (Seidelin et al| (2018)) and at the observed collaborative design
work as articulation work (Schmidt (2002)) in an ML development process and as
a part of the labelling process described by (2016).

Results and contributions

The primary contribution of this poster is the preliminary description of the ground
truth design work that makes it possible to label chest x-rays. The secondary
contribution is outstanding questions that stem from the preliminary analysis of
collected data, and that will be addressed in a follow-up study.

Preliminary ground truth design process

The entirety of the process is contained within the pre-campaign stage of the process
proposed by (2016)) and can be divided into three stages based on the topics
they concerned, Figure|T]

Stage 2
April - August

Stage 1
February — March

Designing and
evaluating labelling
tool

Designing and
evaluating label
structure

Stress test

Assessing data
requirements and
labelling practices in
literature and
historical projects

Figure 1. A collaboration timeline and the main focus of each of the stages of the pre-campaign.

Stage 1 - during the first stage of the collaboration, the team focused on assessing
data requirements and researching labelling practices. In the meetings participated
not only team members that ended up constituting the core of the ground truth
design team but also leaders from each of the domains involved in the project -



radiology, radiography, and computer science.

Stage 2 - once the approach was clarified, goals set, and tasks distributed, only the
core radiologists and data scientists continued collaboration. The focus of that stage
was designing and evaluating the label structure, which was achieved through two
activities - ideation and stress test - described in the later sections.

Stage 3 - the final stage of the collaboration focused on designing and evaluating
a custom IT solution to label data. During that period we completed two iterations
of design and evaluation with one of the radiologists and data scientists from the
project. The outcomes - a high-fidelity mock-up of the labelling tool and a list of
requirements - were shared with the development team.

Label structure and additional metrics

The label structure is a tree-like data structure that contains all the possible labels
that can be assigned to radiological findings observed on a chest x-ray. Importantly,
the labels were designed not to include clinical diagnoses like e.g., pneumonia.
Both leaves and nodes can be assigned as labels to specific findings. All the labels
included relevant examples and were defined in Danish and English per Fleishner
Society (Hansell et al.| (2008))). A part of an intermediate label structure can be seen
in Figure 2|

The collected data was extended with four additional metrics. Each of them was
defined with relevant examples in Danish. The metrics were as follow:

* acuteness - a metric applied on a study level that represents the overall state

of a patient comprising three levels;

* severity - a metric applied per finding that represents its severity comprising
four levels;

* uncertainty - used to indicate uncertainty about the existence of a single
finding;
* bad image quality - used to indicate bad quality of a single x-ray.

Design of the label structure and additional metrics

During the first stage of the ground truth design process, consistency and specificity
were the core qualities sought after. The label structure was introduced to support
the same level of quality across all the labellers. Its design was the central point of
the second stage of the collaboration between radiologists and data scientists and
was achieved through two activities - ideation and a stress test. They can be seen in
Figure 3]

Ideation - the goal of this activity was to create a testable version of the label
structure.  Initially, collaborating radiologists, based on their professional
experience and a set of 15 radiological reports of chest x-rays from Rigshospital,
introduced the first version of the label structure comprising 12 nodes. The
improvement process was facilitated by data scientists. Using a current version of
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Figure 2. A part of a structure of applicable chest x-ray findings in Danish and English. An artefact
from the collaboration on ground truth design in the AI4XRAY project..

the label structure radiologists independently labelled 15 chest x-rays to assess its
quality. The key goals behind this test were to ensure that the label structure is:
* not too intricate - preferred use of the leaf nodes over parent nodes;

 precise enough - assignment of the same labels or closely related labels (a
child or parent node) to the same findings;

* extensive enough - assignment the majority of the findings to semantically
rich nodes, avoiding the "other" category.

Throughout the evaluation process, the team designed three versions of label
structures, altering the number and organisation of the nodes.
Stress test - once a semi-stable version of the label structure was obtained, using
local chest x-rays, the team designed a stress test to evaluate structure’s robustness
and further its design. This activity was based on 40 chest x-ray images with the
highest concentration of findings from the PadChest dataset (Bustos et al.| (2020))).
The test was divided into two iterations of 20 images each. Radiologists used a
current label structure to label all the radiological findings. Subsequently, data
scientists compared their responses against each other and labels supplied with the
PadChest dataset. After each iteration, the design group met, discussed the results
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Figure 3. A preliminary description of two activities to design label structure.

and the use of the label structure, focusing on the three quality goals.

On top of the labels’ assessment, during the stress test, radiologists tried to assign
acuteness and severity. The granularity of these metrics, as well as definitions, and
intended use was negotiated with data scientists.

Outstanding questions

Although the situated observations of the collaborative work between radiologists
and data scientists on ground truth design helped uncover new sites of
collaboration and highlight their complexity, several outstanding questions need
further elaboration. It is imperative to understand the goals and motivations of the
different participants to understand the influence of the collaborative work on the
labels and thus on the future dataset. Moreover, analysing tensions, and unpacking
the collaboration using sensemaking theory (Weick and Sutcliffe (2005)), can
further our understanding of the articulation work before creating medical datasets
for ML use.
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Abstract. Redistrict, a fully integrated web interface, proposes a new platform for
proximity-based public schools boundary deliberations. It has been pilot-tested on one
school system in the US and aims to shift, educate, and bring visibility to policy and
geographical constraints. It extends current deliberations’ state of practice, held in person
or over video conference using static pdf/printed maps. This research draws knowledge
from computer science, educational policy, social sciences, and geographic information
systems (GIS) to allow public school officials, parents, and community at large to compute
“what if ” scenarios towards a better understanding, discovery learning, and optimization
when redesigning school attendance zones. We explore possible areas of improvement
for the broader community to cast an informed, unique vote, while maintaining privacy,
supporting ingenuity, and transparency. This speculative research prototype creates
space to support a concrete path of much needed advancement in complex social
deliberation using interdisciplinary research.
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Public School Rezoning in United States of America

Public schools are the main educational system in the US, with an enrollment of
over 90% of school-aged children to account for 55.3 million students as of 2006,
56.2 million in 2017, and projected to be 58.2 million in 2027, as per the National
Center for Education Statistics '. Given this steady increase, public school districts
are engaged in a revolving decision-making process to best allocate limited
building space for a growing student population. Because in the US, residences are
paired up to neighborhood schools based on a complex proximity/cluster
assignment, school attendance plays a deciding role when choosing a home in
many families. Figure 1 shows GIS visualization corresponding to a school district
in Virginia. In proximity-based assignments, each neighborhood is designated to
attend a specific elementary, middle, and high school. Population fluctuations
require change in neighborhood assignments from one school to another over the
years, in an attempt to optimize building capacity, neighborhood composition, and
accessibility, and so on. This re-assignment of neighborhoods from one school
attendance area to another is decided through public hearings, where community

participation is sought. These public school boundary deliberations are
traditionally held in person and often controversial (Kelly, 2019).
— To prepare

for traditional deliberations, before
COVID-19 pandemic, public school
officials (often a handful of people
from the school planning department)
produced printed maps and
presentations aiming to illustrate land
computation, geographical constraints,
and educational policy directives.
School officials made suggestions
to move school boundaries based
on complex and customized constraints
discernment wusing advanced GIS
software and best-practices-education
policies for equitable distribution
of students. However, each of these Figure 1. A GIS visualiation showing the school
tools used independently requires the district corresponding to Loudoun County Public
aggregation to be computed manually. schools.

Additionally, often changes in the

school board’s leadership shifts policy

interpretation. This calls for customized solutions to fit each rezoning effort,
becoming a cyclic strain on the public school officials. More so, lack of
standardization raises concerns of equity, making room for (intended or
un-intended) bias.

: https://nces.ed.gov/fastfacts/display.asp?id=84



This setup is difficult for community members too. Some have multiple jobs
and children of various age groups in the public school, trying to participate in
decisions over their children’s education can be a real time and organizational
challenge. During 2017-2020 our researchers witnessed evening gatherings in
school cafeterias, pushing capacity limits. Some came, after a full day at work,
with small children-crying picked up from school, or daycare. All just to
participate in an 2.5 hour open discussion on school boundaries. These decisions
dictated if the children would have the same classmates next year or not, if they
will need to go to another school, if children travel sometimes over an hour to
school, if they will study in a trailer or a crowded classroom, and so on. In these
meetings, parents lining up to speak, but only for 2-3 minutes due to time
limitations. The public sessions were normally information fire-hoses and more
often than not, the community was left more divided and confused than when they
came, easily envisioned in this setup. Especially in the state of Virginia, some
schools are rezoned every 2-3 years, meaning some children need to change
schools this often (Svrluga, 2013). This reverberates in families core values,
neighbors, and home real estate value as some schools are perceived as better than
others. Rightfully so parents are frustrated, children feel displaced. It is a strain on
the community’s well being, communication, and trust. If we factor the size of
public school systems, needing to accommodate 50+ million children and constant
population growth, it is not surprising to come across tensed neighborhoods,
adversity, litigations, and newspaper articles siding with one area or
another (Kelly, 2019). Traditional setup of public school boundary deliberation
was impossible during COVID-19 pandemic, and consequently many public
school systems suspended boundary decision-making sessions or moved to video
conference for concerns of participants’ well-being and impossibility of public
social distancing. While this allowed to elevate the concerns on time commitment,
the participants’ understanding and input remained highly limiting.

The Redistrict Interface

Our initiative sprang from participatory observation of more than ten public school
boundary rezoning efforts as parents, educators, and researchers. (Dantec and
DiSalvo, 2013) Additionally to the field work, community-based research involved
collaboration with school planners, (Meng et al., 2019) educators, and subject
matter experts to design, test, and deploy a pilot software through an iterative
improvement process (Mahyar et al., 2018). Initially the GIS shape files were
imported to transform a static map in a-drag-and-drop interface, allowing the user
to change neighborhoods assignment from one school attendance zone to
another (Yoon and Lubienski, 2018) (Dow et al., 2018).

With each assignment the planners wanted to see the impact on school capacity.
A subsequent improvement was the approximation of school population growth
based on projected urban increase. Previously, this computation was highly manual
in the traditional boundary allocation methodology (Lubienski and Lee, 2017). A
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subsequent concern was raised about prioritization of community feedback (Saxena
and Guha, 2020) (Holten Mgller et al., 2020).

During the public
meetings, anyone can express
opinions, and it becomes
almost impossible to discern

between affected residents’
and other community
members unaffected by

the school boundary change.
To overcome this limitation,
the application landing screen
informs and authenticates
the user. The home address
provided is used for attendance
validation = and  enforced
by IP address as shown
in Figure 2. As well, it casts
only one vote per residence.
Once authenticated, the user
is shown a map of the public
school district reactive to

A Review the informed consent agreement and agree at the bottom of the page to continue.
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Figure 2. The landing screen with unique IP identification.

hovering and clicks. It informs the community of proposed boundary changes and
allows the user to submit a different configuration.

S
135 elementary students

Washington
Internationg -

Figure 3. The map of a public school district.

The tiles represent
the smallest planning zone parcels.
Their color visually refers to a certain
school, as each school attendance
area has a different color as shown in
Figure 3. This color coordination was
adopted from current state of practice,
utilized in paper printed maps.
Each tile represents a neighborhood
and are collectively called basic
school planning areas (SPAs). They
remain indivisible during any rezoning.
This is due to the need to keep small
communities together. Solid colored
tiles are not proposed to be moved.
The hashed SPAs are proposed to
change planning zones. In the process
of trying to find a better than proposed

parcel allocation the user can review and understand the impact changes have on
student projection and building capacity.



When the user hovers
their cursor over the SPA,

Proposed Planning Zone Assignments Describe what makes this plan ares

Select planning zones on the map below. Change their assigned school on the right. The table below lt hl g hl 1 ght S and a text
the map will update as you change assignments.
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reassignment, the user is

o shown an estimation of the

school building utilization
for the current and
the upcoming years. In the
process of computing the

Enrollments Adjusted for this Plan

Table reflects adjusted capacity percentage based on the reassigned student planning zones. Enrollments greater than 125% or less than 85% appear in red text,
These represent over-crowding and under-utilization, respectively.

Projections | Assignments

The table below reflects adjusted capacity percentage based on the reassigned planning zones, Enrollments greater than 125% or less than 60% appear in red

text. These represent over-croweling and under-utilization, respectively. In this table, program capacity refers to the number of students the education program is . . ’9 .
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Figure 4. The map of a public school district. screenshot of the interface
is shown in Figure 4.

Interactive GIS and spatial optimization

Biswas et al. (2019, 2020b,a) developed a series of optimization algorithms to
calculate the best distribution of the parcels given many education policy and
geographic constraints. It uses the geographic shape files to identify the school
planning areas (SPA) that contain the actual school buildings. Adjacent SPAs are
incorporated based on a shared boundary. This assignment continues until every
SPA is assigned to a base school. Traditional boundary allocation was highly
manual involving individual calculations for every SPA, our algorithm proposes a
consistent optimization across all schools in a standardized and automated manner.

Conclusion

Using the Redistrict interface, school planners are able to quickly and efficiently
compute and propose school boundary changes calculated on consistent allocation
criteria across the entire public school district. This takes subjectivity out and allows



for a uniform data-based decision-making, while decreasing planners’ workload.
Using the interface they are able to inform the community members and request
real-time input. Changes can be implemented and disseminated instantaneously,
allowing users time and flexibility to participate in boundary change. In turn, the
community members are able to understand the proposed boundary changes and
new school allocations, with estimated impact. The community members are able to
try out their ideas attempting a better school allocation, and submit these proposals
to the planning department for further review, with comments. Each vote is unique
and valid only for affected residents / neighborhoods. The interactive design allows
for highly-complex data and constraints to become just a drag-and-drop exercise.

Our exploratory prototype expands on the status quo of participatory design
(Kozubaev and DiSalvo, 2021) through full immersion of the user in both the
entire process of boundary realignment and optimization of the difficult constraints
this process entails. By participating in the action of rezoning the user not only can
fully understand immediate and long-term impact of the decisions (or lack-thereof)
on schools’ capacities, but can become intimately knowledgeable of constraints
public school officials need to account for when making decisions. The ability to
efficiently compute complex data and interdisciplinary priorities can better equip
authorities to face the continuous challenges this process entails. It gives fast
answers to community members, and creates the opportunity to raise awareness
and rebuild trust (Corbett and Le Dantec, 2019). Participation in the process itself
educates the community and holds public school systems accountable, transparent,
and equitable in the assignment of every single SPA in their jurisdiction. More so,
because every SPA is assigned to a public school, using the same criteria, it
promotes standardization, and eliminates fluctuation in decision-making from one
school board to the next, which can finally introduce bias in assignments. Since the
interface not only promotes personal well-being in a socially distant community,
but in the context of COVID-19 pandem