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Abstract. Data collection applications on smartphone devices support indigenous 
communities in developing countries to record and preserve traditional ecological 
knowledge, collaboratively collect data around issues that are important to them and use 
these tools to subsequently identify locally-acceptable solutions with global impacts. 
Development of these interfaces needs to consider users’ familiarity with technology as 
well as their education and literacy levels. This study builds on existing HCI4D research, 
which is also of interest to the CSCW community, in order to develop and evaluate, for 
their usability and user preferences, four user interfaces with low-literate people in the UK. 
Our findings suggest that linear navigation structures and a tangible interface are almost 
equally usable and preferred when they require minimum interaction with the device. Our 
preliminary analysis provides a deeper insight into the design issues to inform development 
of smartphone-based interfaces using various interaction types and we report on our 
methodological challenges from carrying out HCI research with low-literate people in the 
UK. The findings of this paper are used to inform the experimental design of additional 
work that we carry out with low-literate users in Namibia.  
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Introduction 
Western beliefs that techno-scientific innovation, complex legislation, international 
agreements and top-down approaches can provide the solution and let us live a 
sustainable future have started slowly to fall apart. This is due to the widely 
documented disconnect that these strategies have from their actual recipients. 
Jerome Lewis who works with pygmy hunter-gatherers, explains that “people are 
integral to how their environments are shaped and the diversity that these 
environments support” (SynchronicityEarth.org, 2018). Excluding local 
communities from the broader sustainability debate and agenda not only 
disconnects us from primary sustainability goals but this further leads into 
strategies that are doomed to create unsustainable solutions.  
 For thousands of years people had to rely on their local environments to 
satisfy basic needs and through time communities have developed significant 
knowledge to help them deal with local issues.  Amongst other types of knowledge, 
traditional ecological knowledge (TEK), is recognised within indigenous 
communities for millennia and it started to receive some attention from western 
knowledge structures and paradigms for its potential to support local and global 
sustainability. In line with inclusion and the ‘leaving no one behind’ principles of 
the UN’s 2030 agenda for sustainable development, this requires zooming into 
local environments and their people to understand how they interact with them. 
With that aim in mind Extreme Citizen Science (ExCiteS) is a philosophy of  

“situated, bottom up practices which take into account local needs, practices and cultures and 
which work with broad networks of people in order to design and build new devices as well as 
knowledge creation processes which can truly transform the world”.  

Central to this philosophy are collaborative data collection tools, which support 
individuals and communities in the collection of knowledge they choose to preserve 
or in the collection of evidence which helps them demonstrate their local issues, an 
essential requirement in order to subsequently take further action which may have 
real impacts.  
 Design and development of data collection tools to support the development 
and processing of environmental and TEK is not trivial. As previous studies from 
the context of CSCW have demonstrated these usually rely heavily on collaborative 
tasks, or tasks which have the potential to bring the community closer together so 
that such knowledge can be effectively and accurately created (e.g. see Wulf et al., 
2011; Pennington et al., 2007; Vitos et al., 2017). Considering that many of these 
communities are egalitarian, with cases where literally everyone in the community 
participates in the data collection and the development of community-generated 
TEK, make the relevance to the field of CSCW even more significant. Studies 
mainly emphasizing on the mapping interface, when this is used as the main 
interaction component to support this collaboration, also exist in the field of 
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participatory Geographical Information Systems (PPGIS) (e.g. see Brodnig and 
Mayor-Schonberger, 2000).  
 Moreover, with the majority of the communities mentioned above located in 
developing countries, issues such as technological infrastructure, familiarity with 
technology, education and literacy, local practices and environmental conditions 
are of utmost importance in terms of achieving seamless local human-computer 
interactions. Therefore, designing for these communities also traces back to the 
field HCI4D which is concerned with similar research questions to inform the 
development of information and communication technologies (ICT) in developing 
countries and where there is also a growing interest by the CSCW research 
community in terms of exploring how to “bring new technology users from 
underserved communities into the fray” (Kumar and Dell, 2018, p.2; Dillahunt et 
al., 2017). This exploratory paper contributes mainly to the discipline of 
ICT4D/HCI4D - and given the growing significance of TEK in this context – to the 
discipline of CSCW; we believe that with our empirical findings and 
methodological observations we will influence future work in both disciplines, 
especially with respect to designing for low-literate users.   
 Our emphasis is on interactions of low-literate users with mobile interfaces. 
It is expected that by 2025 mobile subscriptions will reach 5.9 billion, with growth 
mainly driven by developing (GSMA Intelligence, 2018). It therefore comes with 
no surprise that a growing research body explores mobile phone use (Dell and 
Kumar, 2016) - mainly basic or feature phones - and especially how low-literate 
users interact with them, as most mobile devices “assume a reasonable amount of 
literacy” (Dodson et al. 2013, p. 389). Currently, only a few studies examine how 
low-literate users interact with smartphones - despite their increasing lower costs 
and smartphone ownership being on the rise (Poushter et al. 2018). An even lower 
number of studies look into the design of interfaces that may assist low-literate 
users in data collection tasks which may further have the potential to support TEK 
in a collaborative context. In this paper, we build on methodological challenges 
discussed in the literature and examine the potential of carrying out an experiment 
with low-literate people in the UK to investigate the most successful interaction 
modes in a smartphone environment. Our experimental results will subsequently 
inform the interface design and additional experiments with end-users in Namibia 
and other regions in developing countries. We further reflect on our experience 
from carrying out experimental work for this type of participants in the UK, and 
we hope that our study will contribute to the evidence that it is being collected and 
which reports on how we can overcome some of the ICT4D methodological 
challenges by running usability studies with ‘proxy’ users in developed countries.  



 4 

Background 
UNESCO defines literacy as the ability of a person to read and write a short simple 
sentence in his or her everyday (UNESCO, 2006). Medhi et al. (2010) use the term 
low-literate to refer to: non-literate - i.e. those with an inability to read or write - 
and semi-literate - i.e. those that are able to read with difficulty. The authors suggest 
that low-literate people exceed the two billion worldwide. The term ‘low-literate’ 
in this study, as it is explained later in this paper, is used to refer to people with 
limited confidence in completing certain tasks, which assume a certain level of 
textual literacy in the developed world, and it further extends to include people with 
low digital literacy skills. 
 Early research on mobile phones for developing countries, uses ethnography 
to understand contextual characteristics and user needs (Chipchase, 2006; Belay an 
McCrickard, 2006; Dodson et al. 2013). Studies also carry out prototype 
development and usability evaluations to test mainly communication features (of 
basic phones, feature phones and occasionally smartphones) such us the phone’s 
diary to make a call or the use of text-message functionality (Lalji and Good, 2008; 
Friscira et al. 2012; Dodson et al. 2013). Given a growing number of mobile phones 
are now connected to the Internet, research also explores the design of applications 
for water quality information and alerts (Brown et al. 2012); search for a job or 
navigating the city (Medhi et al. 2007) and health applications (Chaudry et al. 2012; 
Kumar and Anderson, 2015).   
 Although there are still a few studies which suggest augmenting rather than 
eliminating text-based features in ICTs for low-literate people (Knoche and Huang, 
2012), a much higher number of research studies demonstrated that pictorial 
interfaces with little or no text are more useful (Parikh et al. 2003; Medhi et al. 
2006; Medhi et al. 2007).  Lack of education and literacy skills do not only 
influence one’s ability to read text, but as Medhi et al. (2010) discuss, a person’s 
cognitive abilities and linguistic sequential memory. One of the most notable 
implications of this is its direct effect in people’s ability to understand abstractions, 
which are now commonly used in interface design and mainly for supporting 
hierarchical navigation and information structures. An increasing number of studies 
demonstrate low-literate people’s difficulties in understanding and using menus 
that are based on hierarchies and instead recommend linear structures with up and 
down button or scrollbars to navigate them (Lalji and Good, 2008; Chaudry et al. 
2012; Medhi et al. 2010; Winchiers-Theophillus et al. 2010]. It should be, however, 
noted that improved digital literacy and familiarity in terms of interacting with 
mobiles phones helps low-literate users overcome this problem and slowly develop 
similar proficiency levels in using their phones with those of literate users (Medhi 
et al. 2010). 
 Research further suggests that pictorial design should be fully embedded into 
cultural contexts, local meanings (Lalji and Good, 2008; Medhi et al. 2006) and 
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user preferences (Lalji and Good, 2008; Frommberger and Waidyanatha, 2017). 
There is evidence in the literature that low-literate users understand better hand-
drawn, semi-abstracted graphics which incorporate action cues, while photo-
realistic images are usually more effective in deeper interaction modes (Medhi et 
al. 2006). Additional modalities in the user interface such as audio feedback and 
voice annotation have been also tested and proved to be effective in specific 
contexts of use (Chipchase, 2006; Medhi et al. 2006; Deo et al. 2004; Medhi et al. 
2007; Lalji and Good, 2008).  
 Previous research around input methods for basic or feature phones explores 
the use of keypad (Bailly et al. 2014; Lalji and Good, 2008) while few more recent 
studies investigating interactions with touchscreens (Chaudry et al. 2012; Friscira 
et al. 2012). Depending on the context of these studies and whether participants 
own a smartphone or not, there is consensus that low-literate users are hesitant with 
touching the screen of touchscreen devices and they are struggling with different 
types and outcomes of tapping. Friscira et al. (2012) suggest that low-literate 
participants should be first trained to the basics of smartphone touchscreen 
interaction. Despite these concerns, Chaudry et al. (2012) suggest the use of 
scrollbars on touchscreen, while Katre (2008) argued that low-literate users’ lack 
of fine motor skills due to non-practice in writing makes thumb-based interaction 
more effective.  
 Although less popular compared to research around communication features, 
technologies (mainly PDAs and mobile phones) which are used to support low-
literate users in data collection tasks have been around for some time (Vitos et al. 
2013; Lewis and Nelson, 2006). Participatory mapping is a well-established 
methodology for obtaining knowledge from local communities concerning their 
living conditions and their environment. However, our focus here is on ICT 
technologies that could be used by the communities themselves, whereas in 
traditional participatory mapping exercises in this context, the documenting of 
resources and map-making was produced by expert cartographers with the 
communities’ active assistance (Vitos, 2018). Examples from our context include: 
CyberTracker, a pictorial data collection interface, which has been used by non-
literate trackers mainly in South Africa to support wildlife monitoring and natural 
resource management (Leibenberg et al. 2017); a smartphone-based app to collect 
georeferenced document and upload information that can support campaigns 
against illegal logging activities in Cambodia (Copenhagen Post, 2017); Extreme 
Citizen Science tool Sapelli, a pictorial smartphone-based interface which allows 
non-literate indigenous communities in Congo, Brazil, Cameroon, Namibia and 
others to collect any data that supports indigenous communities in knowledge co-
production practices and which is used by non-literate (Vitos et al. 2017); the 
Sahana Disaster Management system that employs pictorial icons to check the 
emergency preparedness of low-literate communities in Philippines and provide 
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them with response and recovery information (Frommberger and Waidyanatha, 
2017). 
 HCI research in this context is limited, with the majority of experiences 
remaining mostly anecdotal evidence; few of these experiences were presented in 
the Workshop on ‘Lessons learned from volunteers’ interactions with Geographic 
Citizen Science’ which took place in London in April 2018 and which was 
organized by this paper’s authors. The few existing findings are not different from 
the research discussed above. For example, Vitos et al. (2017) report that symbolic 
metaphorical conventions to represent categories in pictorial design do not work 
with low-literate people despite those being developed in participatory design 
workshops (Figure 1). Icons to represent specific objects had to incorporate action 
as they were taken too literally and therefore agree with (Medhi et al. 2006). Fear 
of using the technology and difficulties with the touchscreen, due to rough skin, or 
not understanding input methods (e.g. tapping and long clicks) have been also 
observed (Vitos et al. 2017; Vitos, 2018).  

 

 
 
 
 
 
 
 
 

 
 
 

 
 
 
 
Evaluation of Sapelli, a data collection application which is based on a hierarchical 
navigation structure, is in line with previous research findings as low-literate people 
had difficulty understanding how to navigate it (Vitos et al. 2017). A physical 
interface was developed and evaluated to overcome Sapelli’s challenges in the 
field; Tap&Map is a smartphone-based interface which uses near field 
communication (NFC) cards to tag an object together with each GPS coordinates 
(Vitos et al. 2017). Results demonstrated that participants had a 97.5% success rate 
in task completion using Tap&Map and they found it “faster, easier and more 
comfortable to use compared to Sapelli” (Vitos et al. 2017, p. 1584).  

Figure 1:Community workshop for participatory pictorial design in 
Congo – Extreme Citizen Science project. 
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 In this paper we consider research findings from the broader ICT4D field and 
previous work with Sapelli and Tap&Map to develop and further evaluate four user 
interfaces for data collection purposes with low-literate participants in the UK, 
which have the potential to further assist low-literate users in developing countries 
to perform collaborative tasks. For example, our findings will support the 
development of interfaces to collaboratively collect resource management data or 
data related to TEK, which is usually an important consideration with indigenous 
communities, so that the communities themselves can collaboratively identify 
solutions to local issues (e.g., wildlife crime in Cameroon, illegal logging in the 
Republic of Congo, resource management and fighting cattle invasions in 
Namibian Nyae Nyae Conservancy). It should be finally noted that although audio 
found to improve usability of otherwise problematic hierarchical structures (Vitos 
et al. 2017) we haven’t explored this feature further, as it is not always an 
appropriate modality especially in high risk environments in terms of people’s 
safety (e.g. when monitoring wildlife crime). 

Aims and Study Design 

Aims and Context 

 In this study we carried out a controlled experiment to evaluate four 
alternative user interfaces on a smartphone device, which have the potential to 
support low-literate users in data collection. Our goals are to evaluate: a. which 
interface is the easiest to use for the target user group and; b. which interfaces the 
users prefer to use.   
 One of the most widely recognised methodological implications in HCI4D 
research, is the difficulty in carrying out experimental work in remote locations, 
especially as part of an agile UCD approach. To make preliminary design choices 
which we could then test with users in developing regions we decided to explore 
how a representative user audience based in the UK, interacts with different 
interfaces. Within this context our first experimental design implication was to 
create a recognizable and meaningful task for our participants; a task preferably 
from the environmental context, which they could understand quickly, and which 
would involve the use of pictorial icons that they could immediately recognize and 
relate to them. Litter data collection is a task that we expected to appeal and be 
sensible to our participants and therefore it was the topic chosen for our experiment.  
Our research started with the design of initially 20 litter images (e.g. banana peels, 
cola cans, plastic carrier bags), which after a pilot study with five participants, were 
reduced down to 15 in order to remove unnecessary complexity which was 
overwhelming for our subjects and to further decrease the time required to run the 
experiment from six minutes to four minutes per task. Three images were also 
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deemed unclear during the pilot and therefore they were replaced, while the size of 
all images increased so they were easier to see upon recommendation of our pilot 
participants.  
 In the same pilot study we further tested that tasks and supporting materials 
were easy to understand. Although, we initially included a combination of icons 
and images to investigate user preference over different visualisations this 
combination found to be confusing. Despite the fact that previous research with 
low-literate users in developing countries suggests the use of hand-drawn, semi-
abstracted images (Medhi et a., 2006) we decided to include only photo-realistic 
images, as we are aware of previous research in data collection with low-literate 
users in urban centers which suggests the use of photo-realism perhaps due to the 
fact that people in urban centres are more exposed to similar visual cues 
(Chiaravalloti, 2018).  
 The four interfaces that we evaluated in our study are shown in Figure 2 and 
include: Icon Menu (Figure 2a); Swipe Menu (Figure 2b); Sapelli Menu (Figure 
2c); Tap&Map (Figure 2d).  
 

 
 

The first two interfaces (i.e. Icon and Swipe menu) were designed to provide a 
provide a linear navigation structure (i.e. a structure which is not based in a 
hierarchy; it supports moving backward or forward in a sequence of objects) as 
previously suggested (Brumby and Zhuang, 2015; Cockburn et al. 2007; Lalji and 
Good, 2008; Chaudry et al. 2012; Medhi et al. 2010; Winchiers-Theophillus et al. 
2010). The Icon menu showed a total of 12 images in two screens (i.e. three per 
each row) and required a single finger scrolling to navigate vertically between the 
two screens. The Swipe menu included the same images which were shown 

Figure 2: Data Collection Interfaces tested in our study 
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horizontally, with one image shown per screen. Main interaction input was a 
horizontal single finger swiping (either left or right) to navigate across the images.  

The Sapelli menu and Tap&Map interfaces were designed based on previous 
work on data collection with low-literate users (Vitos et al. 2017). Sapelli, provides 
a hierarchical menu structure which in our study had two top level categories for 
grouping the 15 litter items in recyclable and non-recyclable. Sapelli requires users 
to tap to select an image but it also requires them to correctly identify to which of 
the two categories the item falls and therefore navigate across this hierarchical 
menu structure. Tap&Map (Vitos et al. 2017) is a tangible interface and it requires 
very little interaction with the phone. The data items are shown on 15 physical NFC 
cards (i.e. one per each image). Participants browse the cards and once they identify 
the one they want to map, they tap the card against the phone and the image appears 
on the phone. Participants have to further confirm their selection by tapping the tick 
or cross icon on the phone (as shown on Figure 2d) which is the only interaction 
with the screen of this interface. 
 

Experimental Design 

 Starting with a 15 minutes training session each participant was introduced 
to the basics of smartphone interaction, using each one of the four interfaces and 
the experiment’s instructions and they were provided with either a Motorola Moto 
G or Samsung Galaxy Xcover 4 device, which they used to complete the tasks. The 
experiment required participants to complete a goal-oriented task using each of the 
four interfaces by matching the image on the interface with the appropriate litter 
type (i.e. total tasks n=4). To ensure that all litter types were equally used (rather 
than picking from those only physically present on a street), the 15 litter types were 
all shown as separate A4 paper printouts which were placed around participants 
before the experiment. Each task then required participants to map as many litter 
images as possible (out of total n=15) in 4 minutes using each of the four interfaces. 
A ‘within subjects’ design required all participants to complete the same tasks using 
all four interfaces and the interfaces were shown in a randomized order. Each 
experiment was carried by one of this paper’s authors.  
 Task completion times and error rates were measured during the test using 
a timer (i.e., to measure the four minutes task duration) and observation notes 
(e.g.., an error occurred when a participant matched an icon to the incorrect A 
paper printout which was noted by the researcher observing the experiment). At 
the end of the experiment a score was calculated by summing each participant’s 
number of correct matches and deducting the number of mistakes (i.e. Task 
Success = Total number of correct matches - Number mistakes). These scores 
were then averaged to provide an overall score for each interface. At the end of 
each one of the four tasks participants were verbally asked how they found the 
task, how confident they felt completing the task and how much they enjoyed this 
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version of the litter data collection application. These questions were consistently 
asked across all tasks and all participants to understand their subjective 
experience of using each interface. At the end of the experiment participants were 
again verbally asked which of the four interfaces they most and least enjoyed; the 
researcher conducting the experiments took notes of their answers which were 
then processed in the analysis. The experiments were also audio-recorded, data 
were transcribed and further analysed. Quotes from participants and research 
observations were amassed in addition to quantitative data to provide some 
qualitative insight. The data was used to produce a selection of pivot tables in 
Microsoft Excel to give a high-level overview of how each interface performed. 
This made it possible to detect trends and anomalies in the data. Individual quotes 
and observations were grouped into a number of themes that were analysed and 
turned into key findings. 

Recruitment and Participants 

 Recruiting participants with low-literacy skills in the UK was a complex 
process. Within a period of over two months we contacted 50 organizations in the 
UK including adult learning centres, adult literacy learning groups, job centres, 
churches, community centres, local radio stations and so on. It is not uncommon 
for illiterate people to hide their lack of literacy and this is another obstacle HCI4D 
research which takes place in a western country has to overcome (Friscira et al. 
2012; Knoche and Huang, 2012). To work around this problem we were slightly 
more flexible in terms of how the term ‘low-literacy’ is used in the HCI4D 
literature, to include people who were able to read or write a short message but with 
limited confidence in basic skills for life (as described by the UK Government 2011 
Skills for Life Survey) and which assume a certain level of literacy (see also 
Kodagoda and Wong, 2008).  
 Prior to the experiment participants were asked questions to establish their 
age, gender, ethnicity, occupation, level of literacy and numeracy using the UK 
Government 2011 Skills for Life Survey (Department for Business, Innovation and 
Skills, 2012) and participants’ confidence with technology using the Open 
University Digital Skills Checklist (The Open University, 2018).  
 Overall 13 participants took part in the experiment with an age range of 58-
80 years old (avg=71; females=7; males=6); participants from this age group were 
less confident in their interactions with mobile phones (especially smartphones), 
which is usually a common characteristic in the indigenous communities we work 
with in remote areas.  Two of the participants were completely illiterate; none of 
the participants were confident in using technology although 12 out of 13 owned a 
phone but mainly for phone calls and/or texting. Our low-literate participants 
(n=11) were confident writing a short physical message to friends and describing 
their medical symptoms to a physician but they were not confident withdrawing 
cash from an ATM cashpoint, reading a bus timetable and comparing products or 
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services. These tasks assume a certain level of literacy, which in some situations is 
taken as granted for completing every day tasks and in terms of interacting with 
digital technologies in the western world. A failure to show appropriate confidence 
levels and an ability to complete these tasks was a precondition for participant 
recruitment.   

 

Results 
As Table 1 shows participants scored the lowest with Sapelli (TS=7.1), the 

highest when using the Icons menu (TS=10.7) followed by Tap&Map (TS=10.2) 
and the Swipe menu (TS=8.4). Participants commented on the usability of both the 
Icon menu (e.g. “I like seeing all the pictures together, that made it easy to use” - 
participant comment) and the Tap&Map interface (e.g. “…this was easy to use, the 
cards made it easy” - participant comment). Although Sapelli was used in this 
experiment with only two top level categories its hierarchical structure still 
confused participants. For example, one participant explained that “this was the 
hardest [interface to use] as you had to decide whether something was recyclable 
or not before finding it on the screen”.  

 

Table 1: Task Success [TS], Error Rates [ER], Standard Deviation [SD] and user preferences for 
each interface 

 [TS]  [ER] 
(%) 

Standard 
Deviation 
[SD] 

Most 
Liked 
overall 

Least Liked 
overall 

Icon Menu 10.7 9.4 4.8 2 1 
Swipe Menu 8.4 4.2 4.2 0 8 
Sapelli  7.1 2.5 3.09 1 3 
Tap&Map 10.2 2 3.3 10 1 

 
Although our population sample is small to draw any concrete conclusions to 

link results to user demographics, we further observed that participants who had no 
prior experience in using a smartphone performed better using Tap&Map (TS=8.0), 
followed by the Icon Menu (TS=6.6), the Swipe menu (TS=4.8) and finally Sapelli 
(TS=4.0). 

 Although the Icon menu scored the highest in terms of task success, it was 
also the interface where we observed most errors taking place. However, 
participants managed to recover easily from their errors and hence complete their 
tasks successfully. We believe that it was the interface’s usability that paradoxically 
led users to make more errors since the observer noticed that users became 
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overconfident and rushing through the task when using the Icon menu. In terms of 
error rates Tap&Map was the most successful, with a 2% error rate, followed by 
Sapelli (ER=2.5%) and the Swipe menu. (ER=4.2%).  

Ten of the thirteen participants liked the Tap&Map interface the most. The one 
participant who disliked Tap&Map had arthritis, which caused a lack of dexterity 
in his hands and therefore difficulty in handling the NFC cards.  Interestingly 
enough the least liked interface was the Swipe menu; during the experiment 
participants observed to struggle with the one finger swiping interaction which 
caused frustration to some (e.g. “this one [Swipe menu] didn’t adapt to me, it wasn’t 
easy and it was quite frustrating” – participant comment).  

We also asked participants at the end of each task to rate each interface in terms 
of its perceived usability, how confident they felt completing the task and how 
much they enjoyed using it using a four-likert scale. Tap&Map and the Icon menu 
scored the highest in terms of perceived usability and confidence, followed by 
Sapelli and the Swipe menu. Participant 13 who was illiterate and had never held a 
smartphone before commented about Tap&Map “I could do that all day, I am used 
to not being able to do anything on a phone, maybe I am not that thick after all…this 
gives me a lot of confidence that I am not as thick as I think I am”.  

At the end of the experiment, once participants had experienced all four 
interfaces, they were asked which interface they most and least liked using. The 
Swipe menu was the interface our participants liked using the least (8/13) while 
Tap&Map was the interface participants liked using the most (10/13). Three 
participants did not particlarly enjoy using Tap&Map, with two participants 
preferring to use the Icon menu (2/13). These three participants who did not enjoy 
using Tap&Map experienced some physical discomfort while using Tap&Map 
which was not surprising due to the age of the participants – and led to their lack 
of enjoyment.  

Discussion and conclusions 
Building strong sustainability agendas which have the potential to truly impact 

and transform our world, amongst others, requires zooming into local environments 
and providing the mechanisms that let people look into issues they face locally, and 
supporting them in the identification of effective solutions to address them. Data 
collection tools are becoming increasingly popular in terms of supporting users 
with these endeavors. Low-literacy and the limited prior experience of users in 
interacting with technological artefacts need to be taken into account when 
designing for these particular user audiences. Taking into account existing HCI4D 
literature in this study we developed and evaluated four alternative interfaces to 
support low-literate users in data collection tasks using smartphone devices.  

Building on research we suggests that a linear navigation structure works well 
with low-literate users, we developed two interfaces which had a linear navigation 
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but required different types of interaction. We found that a linear navigation, which 
involves minimum interaction with the smartphone, was the most successful 
interface (i.e. Icon Menu) in this study, for its usability and the second most 
preferred by our participants. We also observed that a linear structure can result in 
a very negative user experience and reduce usability when users are expected to 
constantly interact with their device, as it was the case with the Swipe menu, which 
was although achieved a higher score success rate than Sapelli it was the least like 
interface. It should be noted that there are no other studies to report a negative user 
experience associated with linear navigation structures and therefore this finding 
might need further investigation in other contexts of interacting with smartphone 
devices.   

The second most successful interface in terms of task success was Tap&Map, 
which scored the highest for user preference. Tangible interfaces have the potential 
to keep interaction with the phone at its minimum and this was appreciated by the 
majority of our participants. It should not be, however, noted that the average age 
of our participants was 70.9 years old and some of them suffered from arthritis, 
which caused difficulty navigating across the pack of the NFC cards, therefore we 
suggest that further testing is required to assess how usable are tangible interfaces 
for data collection purposes in various environmental conditions and for various 
user groups.  

There is already evidence in previous research both from the context of data 
collection but also mobile phone use in a broader sense, that hierarchical structures 
are problematic with low-literate users, and our results agree with those findings. 
Although Sapelli scored the second lowest error rate, it was still the least usable 
interface in terms of its task success rate. This highlights the importance of another 
usability principle, error recovery, which is much more problematic in hierarchical 
navigation structures since users once they get into the lowest levels of a decision 
tree find it harder to go back and recover from any errors compared to recovering 
from an error in a linear navigation structure (e.g. the Icon menu had the highest 
error rate, yet it was the most usable interface in terms of task success). From this 
finding we suggest that future research related to hierarchical navigation structures 
should look into error recovery and interface design cues that have the potential to 
release users from the already increased cognitive effort that hierarchical structures 
require. Such features could have a significant impact when a hierarchical 
navigation structure is the only option.  

HCI4D researchers explain how conducting HCI research in developing 
countries has unique challenges due to sociocultural, linguistic and other 
implications (Anokwa et al. 2019; Chetty and Grinter, 2007). One major obstacle 
to implementing a user-centred design approach to support the development of 
extreme citizen science data collection tools is proximity and access to the target 
user audiences. In other words, constant development and evaluation of prototypes 
with target users in the field is not always feasible neither it is possible to carry out 
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complex experimental designs which rely on evaluating a high number of 
prototypes in one go. At the same time running usability studies in a western 
country which require the recruitment of low-literate (or even proxy) users has its 
own challenges and still results may be biased as they are open to influences from 
local socio-cultural and environmental conditions which are significantly different 
from those in the field. In an attempt to deal with all these challenges, we tested 
four prototypes with a relevant participant audience in the UK. Although it may be 
argued that this study’s population sample is small to run an in-depth analysis and 
provide concrete conclusions, it has provided us with enough insight in terms of 
choosing the two most successful interfaces which we then tested with low-literate 
users in Namibia for collecting data for natural resource management purposes. 
Our preliminary findings from the field testing agree with the usability study that 
we describe in this paper. To further evaluate the validity of this approach, we are 
planning to incorporate more testing of our interfaces and tools in developed 
countries with representative user audiences, in preparation of and prior to testing 
in remote locations, as others have also recommended (e.g.Chetty and Grinter, 
2007; Knoche and Huang, 2012). We believe that providing evidence and reflecting 
on the results and effectiveness of these experimental approaches may significantly 
help tackle some of the most critical methodological challenges in HCI4D research. 
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Introduction

Socially embedded technology arguably challenged and changed practices like no
other technological artefact had done before (Wulf et al., 2015). Research in this
context embarks on affecting the fundamental ways of how research is conceptu-
alised, as people and practices are more than just their relationships with
technology—the concept of the ‘user’ becomes problematic (Bjørn and
Boulus-Rødje, 2015). Here, practices and technology are being understood as in-
tertwined and as continuously changing entities (Bjørn and Boulus-Rødje, 2015).
Despite its challenging nature, research in the wild sheds light on real usage and
highlights how technology interacts with environmental conditions such as tech-
nology already in use (Siek et al., 2014). Contrary to other research approaches,
field deployment research is capable of investigating longitudinal effects and en-
abling researchers to cope with issues such as the novelty effect (Alt et al., 2012).
Generally, long-term deployment studies are considered promising as they allow
one to scrutinise how a technology is adapted in a particular context (Alt et al.,
2012; Preim et al., 2018; Siek et al., 2014). In fact, operational feasibility of novel
technology can only be determined in the field (Nunamaker Jr. et al., 2015). Al-
though, field deployment research is considered a messy enterprise (Alt et al.,
2012; Siek et al., 2014), it simultaneously affects most notably both science and
society (Nunamaker Jr. et al., 2015). In situ research has gained momentum
throughout HCI and particular relevance in the CSCW and Ubicomp disciplines
(Siek et al., 2014) as their data can be assumed of high value (Alt et al., 2012). Re-
cent contributions from a variety of domains such as information systems
(Nunamaker Jr. et al., 2015), HCI (Börner et al., 2013; Hazlewood et al., 2011;
Matthews et al., 2007; Messeter and Molenaar, 2012; Siek et al., 2014), informa-
tion visualisation (Preim et al., 2018), and CSCW (Bjørn and Boulus-Rødje, 2015)
stress the relevance of in situ research. Some authors place a particular emphasis
on calls for long-term in the wild evaluations (Börner et al., 2013; Hazlewood
et al., 2011; Preim et al., 2018).

In ambient display research, a strong technology-driven focus is observable,
failing to consider how actual operation relates to people’s everyday lives
(Matthews et al., 2007). Social aspects, per se, have received little attention and
broadening the scope of investigation is recommended (Messeter and Molenaar,
2012). Evidently, real-world evaluations indicate a lack of methodological guid-
ance as traditional evaluation approaches do not apply. For instance, Hazlewood
et al. (2011) conclude that ambient displays, in all their forms, require
methodological development for in the wild evaluations.

In response, this paper introduces a holistic methodological approach applied
in our ongoing longitudinal in situ evaluation of our custom ‘Ambient Surfaces’
solution. The paper sheds light on the utilisation of classic grounded theory (GT)
and the practical systematisation of its two core processes, namely constant com-
parison and theoretical sampling (Boeije, 2002). To this end, their procedure is
exemplary illustrated by discussing quantitative analyses of interaction data during
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the early stages of our research. By following classic GT methodology, we argue
that we can both adhere to methodological rigour and maintain flexibility in light
of the aforementioned challenges.

The paper is organised as follows: firstly, an overview of the current state in
evaluating socially embedded technology in the wild is presented, primarily focus-
ing on the domain of ambient displays. Secondly, the methodological foundations
of our research are highlighted, including the research setting and purpose, a con-
sideration of GT’s fit to conduct longitudinal in situ research, and an introduction
to GT methodology. Thirdly and foremost, the paper presents the practical system-
atisation of the two core processes. Finally, before concluding the paper with some
recommendations for future research, it discusses our approach, presents
contributions to existing knowledge, and illustrates some limitations.

Evaluation of Ambient Displays in the Wild

Discussions in the HCI literature on how to conduct evaluations of user interfaces
range back to early work such as Bannon and O’Malley (1984). However, these
discussions often either focus on laboratory settings or short-term in situ
deployments. Siek et al. (2014) provide some guidance on how to realise field de-
ployments in HCI, including how to design data collection instruments. However,
they stay rather superficial on this issue.

Some information on the utilised methods for evaluating long-term deploy-
ments of ambient displays can be found in reports about single research projects
such as Peltonen et al. (2008), Rogers et al. (2010), Alt et al. (2012), Ojala et al.
(2012), Memarovic et al. (2016), and Shelton and Nesbitt (2017). However, while
addressing the topic of gathering and analysing data, the authors usually do not
provide any background motivation as to why they conducted their evaluations in
the way it was demonstrated.

Börner et al. (2013) report that reviewed studies used a variety of methodolo-
gies. However, it seems that the literature review rather lists a set of different data
collection methods (e.g. interviews and observations) and design approaches (e.g.
user-centred design and exploratory design). Following Crotty (1998), we found
that surveys and heuristic inquiries were the only identified methodological
choices.

Input regarding potential research goals can be found in the work from Nuna-
maker Jr. et al. (2015). The authors address the broader field of information
systems and structure research into the three phases: ‘proof-of-concept’ research,
‘proof-of-value’ research, and ‘proof-of-use’ research. For each phase, the authors
envision both field studies and laboratory studies as valid approaches and list po-
tential evaluation goals. They argue that “The research is not complete ... until
proof-of-use research demonstrates that a self-sustaining and growing community
of practice has emerged around the solution” (Nunamaker Jr. et al., 2015, p. 43).
However, their contribution fails to provide further guidance on how to conduct the
respective evaluations.

3



In conclusion, there is currently no methodological advice on how to conduct
research in longitudinal ambient display deployments.

Methodological Foundations for Longitudinal Ambient
Display In Situ Research

This paper aims to provide a first stepping stone towards developing methodological
foundations for long-term ambient display research in the wild. This development
process builds on an ongoing study, where we utilise our custom Ambient Surfaces
solution. The study seeks to understand, how the solution is appropriated in an
authentic environment. We propose building this knowledge-seeking process on
classic GT as a way of conducting such enterprises. To this end, this paper illustrates
a practical systematisation of GT’s two core processes—constant comparison and
theoretical sampling. While the next section thoroughly elaborates this practical
systematisation, the following emphasises the overall research setting and purpose,
envisions classic GT as a means to cope with the challenges in field deployment
research, and briefly introduces GT methodology.

The Study: Research Setting and Purpose

For field deployment research, the complexity and scope are embodied in choices
made with respect to the target population, scale, and duration (Siek et al., 2014).
Accordingly, this paper subsequently focuses on these topics. More details regard-
ing the research setting and the custom solution can be found in previous work
(Schwarzer et al., 2016).

The field deployment commenced in February 2014 with one large and interac-
tive screen, while a second one followed in August 2015. Data collection is still
ongoing in 2019. Our Ambient Surfaces solution is deployed in a German
company that can be characterised as a large-scale agile software development en-
vironment with eight agile teams at present (Dingsøyr et al., 2014). Foremost, the
practice of Scrum (Schwaber and Beedle, 2001) is adhered to and accompanied by
selected practices from Extreme Programming (Beck, 2000). The Ambient Sur-
faces were located in two distinct locations and show information from different
tools utilised in the department. In the first setting, roughly 70 to 80 people had ac-
cess to the screens—this included Scrum Masters, Product Owners, management
personnel, and foremost software developers (i.e. almost two-thirds). Around 90%
of these staff members were between 31 and 50 years old and approximately 75%
of them had been working in the company for at least three years. The number of
potential users increased substantially to over 400 from the entire company’s
campus in the second setting (including further management personnel and consul-
tants). This is due to the fact that both systems were relocated in 2017 to a newly
constructed building which also includes a canteen. Generally, a large number of
passers-by is characteristic for this new setup as it was for the old one. For in-
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Figure 1. Both Ambient Surfaces in their current setup as of 2019, situated in a hallway near the
canteen. In this instance, the left system mostly shows contents from the ‘Confluence View’ (e.g.
architecture articles) and the right screen illustrates information from the ‘Test Suites View’ (e.g. list
of test suites).

stance, people typically have to walk past the systems when having lunch in the
canteen. Figure 1 shows the setup in its current configuration as of 2019.

Fundamentally, the study sets out to contribute missing longitudinal findings of
ambient displays in real world contexts (Schwarzer et al., 2016). Our ongoing
multiple-year enterprise embarks on generating a substantive theory—i.e. a theory
that sheds light on a particular empirical area in the real world (Glaser,
1978)—which conceptually explains how the Ambient Surfaces solution is appro-
priated in this particular setting. Foremost, we are interested in what the literature
refers to as ‘naturalistic usage’ (Siek et al., 2014) rather than, for instance, usage
originating in instances of a novelty effect (Koch et al., 2018). We position our re-
search in the domain of proof-of-use research as we are largely dealing with issues
surrounding operational feasibility (Nunamaker Jr. et al., 2015).

Fit of Classic Grounded Theory

To rigorously strive towards our research goal, we pondered over an appropriate
research methodology. Due to the issues below, we finally decided to utilise classic
GT as the methodological foundation for our research:

1. Fundamentally, GT methodology sheds light on social phenomena, indepen-
dently of a particular research discipline (Glaser and Strauss, 1967). It
therefore assists in coping with the issue that socially embedded technology
cannot be investigated without its social components (Bjørn and
Boulus-Rødje, 2015).
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2. Furthermore, GT enables one to deal with the dynamic nature of field de-
ployments as it is considered messy and may require changes in the data
collection procedure (Siek et al., 2014). GT does not ask for preconceiving
of any sort of data but asks to let the data emerge and to openly chose the
most appropriate data collection method (Glaser, 2008).

3. Classic GT utilises both quantitative and qualitative methods beyond bound-
aries of specific research paradigms such as positivism and constructivism as
it is considered a general methodology (Glaser, 1998). In fact, Glaser (1998,
2008) considers all kinds of data as valuable in the process of generating the-
ory (e.g. documents, magazines, and interviews). In comparison to other GT
variants such as Straussian GT (Corbin and Strauss, 2015), classic GT suits
the requirements of field deployment research arguably better as, typically, a
mixture of different methods (e.g. interviews, observations, and log files) is
utilised in such endeavours (Alt et al., 2012). This methodological openness
primarily led to the decision to commence our research with classic GT.

4. As long-term in situ research is such an unexplored territory (Börner et al.,
2013; Hazlewood et al., 2011; Preim et al., 2018), scarce theoretical guid-
ance arguably exists to pose any initial research questions or hypotheses. In
fact, ambient display research lacks existing general theories (Alt et al.,
2012). GT follows the notion of starting any research open-minded without
any preconceived problem statements (Glaser, 2008). It asked the open ques-
tion of “What’s going on[ here?]” (Glaser and Strauss, 1967, p. 97), which
is—in one form or the other (e.g. Glaser and Strauss, 1967; Glaser, 1978,
1992)—the opening question in every GT study (Charmaz, 2006).

5. Proof-of-use research generally faces the issue of externalising and codifying
a researcher’s tacit knowledge (Nunamaker Jr. et al., 2015). GT provides
a means to report a researcher’s own experiences and thereby increases the
traceability and credibility of a study (Boeije, 2002). Fundamentally, GT
strives towards situating study participants’ actions and interpretations in the
relevant circumstances and thus making them explicit (Morse et al., 2009).

Introduction to Grounded Theory Methodology

In the 1960s, GT was an inductive response to predominant hypothetico-deductive
research approaches (Glaser and Strauss, 1967; Morse et al., 2009; Stol et al.,
2016). Over the last decades, however, GT evolved from its origins into two major
streams: since the 1990s referred to as ‘Glaserian GT’ or ‘classic GT’ (Glaser,
1978, 1992, 2006; Stern, 1995) and ‘Straussian GT’ (Corbin and Strauss, 2008,
2015; Strauss, 1987; Strauss and Corbin, 1990, 1998). Following this develop-
ment, further variants emerged, which are summarised under the term ‘second
generation’ (Morse et al., 2009; Muller, 2014). According to Morse et al. (2009),
differences in GT variants arise from epistemological stances, methodological
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strategies, assumptions about what constitutes theory, and lastly conceptional
directions.

Principally, GT represents a way of thinking about and conceptualising based
on data (Morse et al., 2009). It is aimed at proposing grounded hypotheses, not
facts (Glaser, 1978, 2008). Descriptions are put forth to foster an understanding
of the rationale behind hypotheses (Glaser, 1978). Generally, it is geared towards
discovering a not the theory (Heath and Cowley, 2004). Following Glaser (1978, p.
4), “... a theory should be able to explain what happened, predict what will happen
and interpret what is happening in an area of substantive or formal inquiry.” The
process of generating theory is a continuous one of modification. Glaser (1978)
refers to this attribute of a theory as ‘modifiability’. GT is acknowledged to be
a methodology which is a highly individually conducted endeavour (Morse et al.,
2009). It fundamentally turns a human weakness into a strength as it allows the
researcher to theorise about data during analyses whilst explaining data to oneself
or colleagues (Muller and Kogan, 2012). As Muller and Kogan (2012) further note,
GT seeks to formalise this cognitive process into a quality process to generate new
insights and theories.

Practical Systematisation of the Analysis Process

Guided by other GT studies that structured their research in different phases (e.g.
Boeije, 2002; Walsh, 2015), we organised our research in four research phases.
In the first phase, only quantitative interaction data was considered. Subsequently,
observations, a group interview, and a survey enriched the theory generating process
in the second phase. While during the third phase statistical tests were additionally
conducted, the last stage is ongoing and incorporates a respondent validation to
conclude the research.

Below, it is concentrated on the practical systematisation of GT’s two core pro-
cesses during the first stage, denoted as ‘Phase 1’. Therefore, we initially describe
the theoretical underpinnings of the analysis process and subsequently highlight
findings obtained by adhering to this rationale.

How the Analysis was Conducted

Fundamentally, our work builds on a constant comparison step-by-step approach
introduced by Boeije (2002). She suggests four distinct criteria to be elaborated
throughout each step: firstly, the analysis activities (i.e. a description); secondly,
the aim of comparisons; thirdly, important questions asked and, lastly, the findings
(see next section). In the following, it is now continued with the application of the
first three of these four criteria in Phase 1, starting with the aim of comparisons, the
questions, and finally a description of the comparison process.
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Aim of Comparisons

The primary aim of comparisons in Phase 1 was to reveal latent patterns in interac-
tion data. To this end, the identified patterns were used to state initial hypotheses
about the actual utilisation, to pose new questions, and consequently to guide fu-
ture data collection activities. It was intended to generate descriptive figures which
provided a first theoretical glance at the issue of utilisation.

Important Questions

The following two questions were of particular relevance in Phase 1:

1. During what daytimes is the Ambient Surface most prominently being
utilised? This question aimed at shedding light on the first emerging latent
patterns that were prevalent in the material.

2. How long can a novelty effect be notably observed in the collected data? With
this question, it was intended to further investigate the anticipated novelty
effect at the beginning of the study.

Description of Comparison Activities

In particular, the guidelines regarding the use of quantitative data in GT had been
consulted in Phase 1 (Glaser, 2008). Accordingly, the concept of crude indices had
been applied, mainly for two reasons. Firstly, they reportedly “... suffice to indicate
the concepts of the theory ...” (Glaser, 2008, p. 41). Secondly, the material at hand
felt to be unsuitable to proceed any further with respect to the elaboration analysis
introduced in quantitative GT as item discovery was not the issue at hand.

Below, the items of the crude index (i.e. the comparison candidates), the mem-
oing process, and the sampling strategy are introduced.

Declaring Comparison Candidates The relevant interaction data log file in-
cluded different variables containing information relating to touch events, which
are triggered in the software framework when a person interacts with the display’s
surface (e.g. variable Timestamp of Event). Analogously to Glaser (2008), every
variable in this file represented an item for a possible crude index. The general aim
is to create a crude index, incorporating at least two items to indicate the concepts
of a theory by leveraging cross-tabulations. However, the selection of items is a
highly individual choice. Glaser (2008) refers to this process as a type of piloting
study, given that the researcher literally plays with a set of different items.

The variable Timestamp of Event seemed most promising, primarily due to its
nature to describe usage over time. A crude index Utilisation of the Ambient Sur-
face consisting of two items was created. Firstly, the item Number of Interactions,
which summarises data from Timestamp of Event. Secondly, the item Daytimes
was utilised. This variable cuts Number of Interactions in temporal segments (i.e.
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27 half-hourly segments from 07:00 to 20:00). The chosen time frame felt
reasonable as it happened to account for the majority of interactions.

Memos and Diagrams Fundamentally, Glaser (1978) considers memos as the
core stage of each GT research endeavour. Yet, he fails to clearly explain how
memos and diagrams were utilised during the elaboration analysis in quantitative
GT (Glaser, 2008). However, other books on GT provide sufficient detail on this
matter (e.g. Charmaz, 2006; Corbin and Strauss, 2015; Glaser, 1978, 1998).

One distinct feature of memos and diagrams in this work is that they are pri-
marily digital and, in some cases, printed pieces of data artefacts. Corbin and
Strauss (2015), on the contrary, utilised long hand-written memos to reflect on
their research process. While they found that qualitative data entails complex and
cumulative thinking, this work initially considered only quantitative data. How-
ever, Corbin and Strauss (2015) acknowledge that memo-writing is a highly
individual process and conclude that the important part is that memos are created,
especially in longitudinal research.

A Microsoft Excel file was created to store memos, incorporating the aforesaid
crude index with its items in cross-tabulations. This file also left room for additional
notes and comments. For example, software bugs, change requests, and relevant
correspondences were also documented in this file. A memo wall in the authors’
office space was utilised to collaboratively reflect on data and simultaneously to
inspect and sort memos at a glance (see Figure 2).

Figure 2. Parts of the utilised memo wall displaying a diverse set of touch events statistics, user
interface screenshots, and charts in the authors’ office space.

Theoretical Sampling The following suggestions were considered in approach-
ing the sampling procedure: firstly, Muller (2014) encourages researchers to
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choose methods which allow them best to perceive and know and, secondly, Stol
et al. (2016) recommend selecting a primary data source as the basis for further
data collection activities.

In the end, it was decided to select the Ambient Surfaces’ custom interaction
logging mechanism as the primary data source throughout the research. The
motivation was fourfold:
• Firstly, interaction data allows one to shed light on a variety of usage patterns

(e.g. content utilisation). Sensor data to track user activities is commonly
utilised in ambient display research (Börner et al., 2013). Generally, logging
is considered helpful in long-term enterprises (Alt et al., 2012).
• Secondly, phenomena such as the novelty effect and display blindness pose

certain relevance (Koch et al., 2018). It was initially anticipated that a novelty
effect would be present to some extent. Interaction data arguably allows the
identification of uncommon patterns in the material.
• Thirdly, this method helped in keeping initial resources in check. For in-

stance, some studies report that they extended their research due to the
prevalence of an initial novelty effect (e.g. Gallacher et al., 2015; Hazle-
wood et al., 2011). Additionally, behavioural sciences show that it can take
up to several months until a new behaviour takes hold (Prochaska and Di-
clemente, 1982). Data collection techniques such as observations would had
arguably accounted for more time-intensive workloads (e.g. travel time),
which is also mentioned by Corbin and Strauss (2015).
• Lastly, as it is crucial in ambient display research to collect data unobtru-

sively (Börner et al., 2013), the logging mechanism arguably allows for the
collection of data without distracting potential users.

Initially, it was anticipated to sample data for at least a couple of months, primarily
due to the novelty effect. Analyses were scheduled to be conducted weekly. Gener-
ally, data saturation is a crucial part of GT research (Corbin and Strauss, 2015). At
its core, it develops—or saturates—the core categories of an emerging theory
(Corbin and Strauss, 2015; Glaser, 2008). In Phase 1, data saturation referred to an
incremental mitigation process that resulted from the decreasing impact of newly
integrated interaction data on manifested latent patterns.

Findings of the Analysis

Below, findings obtained by continuously comparing data in Phase 1 are discussed.
However, as this paper primarily concerns the methodological foundations of our
research, this section exemplary presents some results stemming from this compar-
ison process and indicates conclusions (i.e. hypotheses and emerging questions)
drawn on its basis.
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Analyses Stages

Overall, analyses in 2014 happened to be organised in four stages, while each of
these stages concerned interaction data from periods of up to several weeks. This
organisation is a result of particular events and observations. These four stages
were:
• Weeks 8 to 9 (Stage 1): As the Ambient Surface was operational on a Friday

right before midday, it was decided to initiate analyses with the data from the
first two weeks (i.e. six working days).
• Weeks 10 to 11 (Stage 2): It was then decided to summarise the analysis

activities from weeks 10 and 11, primarily as in Week 11 an update was de-
ployed. Simultaneously, Week 11 marked the end of the reported novelty
effect’s overall existing time in some studies (e.g. Gallacher et al., 2015;
Hazlewood et al., 2011).
• Weeks 12 to 19 (Stage 3): Here, the analyses stood in light of the now ar-

guably less prevalent effects of novelty towards the data. It was focused on a
longer time period for two main reasons: firstly, while comparing the weeks
in question, it was found that weeks 8 to 11 indicated the highest number of
interactions; secondly, a five-week time period followed, in which the
Ambient Surface was largely not operational due to software-related issues.
• Weeks 20 to 52 (Stage 4): Of particular interest in this stage was whether the

Ambient Surface could tackle the threats stemming from display blindness
beyond a novelty effect and whether the previously obtained patterns endured
over time. Consequently, it was decided to focus on analysing interaction
data until the end of the year. The reason for this decision was threefold:
firstly, to allow a profound comparison, it felt reasonable to collect a notable
amount of data; secondly, as the Ambient Surface was lastly revised in Week
16 and the project partner was still occasionally reviewing its contents, it was
hypothesised that more time had to pass to grasp on issues relating to display
blindness; finally, the almost entirely non-operational state of the screen in
weeks 20 to 24 posed a particular threat to display blindness as this issue
could have resulted in disuse of the system afterwards.

Throughout all stages, memos in the form of what is depicted in Figure 3 were in-
tensively being utilised. While cross-tabulations in Stage 1 provoked the idea that
events such as arriving at work might play an important role relating to actual
usage, Stage 2 revealed that changes to the system resulted in a measurable differ-
ence in the total number of interactions. With respect to display blindness, it was
observable during Stage 3 that the Ambient Surface was still frequently being
utilised. While the total number of interactions notably decreased, the system was
seemingly incorporating some positive contributing factors. Otherwise, it was be-
lieved that the usage would have dropped more substantially or would have halted
entirely. In Stage 4, it seemed that data became more representative compared to
data stemming from preceding weeks. It was concluded that threats resulting from
display blindness were likely to be prevalent to some extent, but it was also recog-
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Daytimes # of # of (in %) Daytimes # of # of (in %) Daytimes # of # of (in %)
07:00 0 0.00% 07:00 0 0.00% 07:00 0 0.00%
07:30 0 0.00% 07:30 47 1.22% 07:30 47 0.82%
08:00 0 0.00% 08:00 139 3.62% 08:00 139 2.44%
08:30 0 0.00% 08:30 155 4.03% 08:30 155 2.72%
09:00 0 0.00% 09:00 194 5.05% 09:00 194 3.40%
09:30 0 0.00% 09:30 83 2.16% 09:30 83 1.45%
10:00 0 0.00% 10:00 117 3.04% 10:00 117 2.05%
10:30 0 0.00% 10:30 293 7.62% 10:30 293 5.13%
11:00 0 0.00% 11:00 113 2.94% 11:00 113 1.98%
11:30 0 0.00% 11:30 146 3.80% 11:30 146 2.56%
12:00 167 8.96% 12:00 324 8.43% 12:00 491 8.60%
12:30 161 8.64% 12:30 184 4.79% 12:30 345 6.04%
13:00 259 13.90% 13:00 330 8.58% 13:00 589 10.32%
13:30 302 16.21% 13:30 213 5.54% 13:30 515 9.02%
14:00 317 17.02% 14:00 234 6.09% 14:00 551 9.65%
14:30 27 1.45% 14:30 159 4.14% 14:30 186 3.26%
15:00 61 3.27% 15:00 195 5.07% 15:00 256 4.48%
15:30 5 0.27% 15:30 86 2.24% 15:30 91 1.59%
16:00 24 1.29% 16:00 215 5.59% 16:00 239 4.19%
16:30 208 11.16% 16:30 128 3.33% 16:30 336 5.89%
17:00 176 9.45% 17:00 109 2.83% 17:00 285 4.99%
17:30 36 1.93% 17:30 125 3.25% 17:30 161 2.82%
18:00 120 6.44% 18:00 122 3.17% 18:00 242 4.24%
18:30 0 0.00% 18:30 97 2.52% 18:30 97 1.70%
19:00 0 0.00% 19:00 37 0.96% 19:00 37 0.65%
19:30 0 0.00% 19:30 0 0.00% 19:30 0 0.00%
20:00 0 0.00% 20:00 0 0.00% 20:00 0 0.00%

Total: 1,863 100.00% Total: 3,845 100.00% Total: 5,708 100.00%

Figure 3. Three memos including the crude index Utilisation of the Ambient Surface, collating
interaction data from Week 8 (left), Week 9 (centre), and weeks 8 and 9 in combination (right).
While darker blue segments indicate stronger usage, white segments indicate the opposite.

nised that employees continued utilising the system. Therefore, the obtained latent
patterns arguably became sufficiently saturated to seek additional material (e.g. ob-
servational data) to be included in the overall analysis and, hence, to strengthen
theoretical sensitivity.

2014: A Retrospective

Before Phase 1 was concluded, two further investigations were retrospectively con-
ducted: firstly, the all-year usage in terms of interactions per calendar week was
elaborated and, secondly, data representativeness was analysed.

Comparing all of the interaction data from 2014, it was found that the mean
number of interactions per week first fell below the all-year mean number of inter-
actions in Week 18. We demonstrated this eleventh week into the field study
elsewhere as the threshold which indicated that the initial novelty effect finally
subsided (Koch et al., 2018). In investigating data representativeness, we intended
to identify the individual interaction incidents that potentially affected conclusions
drawn from analyses. In the end, it was not evident that the results during weeks
18 to 52 were substantially affected by any single incident. The Ambient Surface
was used regularly and on most days at around 12:30 (see Figure 4).

Consequently, it was assumed that the findings showed ‘naturalistic usage’ (Siek
et al., 2014) to a certain degree beyond both a novelty effect and threats relating to
display blindness.
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Conclusions

It is concluded with an illustration of hypotheses and questions which emerged
throughout Phase 1. Both represented the basis for subsequent research phases and
fostered theoretical sensitivity. Overall, the rather descriptive findings indicated that
appropriation might be somewhat related to informal occasions (e.g. lunch breaks).
In summary, the following hypotheses were posed:
• The Ambient Surface is notably utilised in the early morning when people are

arriving at work
• The Ambient Surface is mostly utilised when people are going to or are

returning from lunch
• The Ambient Surface is notably utilised in the late afternoon when people are

leaving work
• There are daytimes in which the use of the Ambient Surface notably decreases
• A novelty effect results in the usage of the Ambient Surface which distracts

from latent patterns due to the magnitude of interactions and the time of their
occurrence
• Changes to an existing system contribute towards or extend a prevalent nov-

elty effect
• The Ambient Surface provides positive contributing factors beyond a

prevalent novelty effect
In addition to these hypotheses, Phase 1 revealed questions that largely surrounded
the limitations of quantitative interaction data. These questions included:
• What positive contributing factors is the Ambient Surface promoting?
• What are the reasons for the varying reductions in interactions throughout

the day?
• How is the Ambient Surface passively utilised by staff members?

13



• How do the relationships of variables investigated in the analysis change
when incrementally compared to additional interaction data?
• What can be learnt with respect to display blindness by utilising further data

collection techniques?
• How do the conclusions regarding data saturation change when compared to

additional interaction data from subsequent years?

Discussion

The paper presents a practical systematisation of GT’s two core con-
cepts—constant comparison and theoretical sampling—in the early stages of our
ongoing research. Generally, we do not argue that our approach is the modus
operandi to conduct longitudinal ambient display in situ studies. For example, Siek
et al. (2014) recommend a more sequential organisation of the research process,
where analyses are carried out at the end of the field research. In fact, this
post-deployment analysis approach is also chosen by some GT studies in the con-
text of HCI and CSCW (Muller, 2014). Above, further utilised methodologies
were also introduced (e.g. heuristic inquiries)—admittedly, other circumstances
may seek a different methodological choice (e.g. limited time resources). In this
respect, we seek to illustrate a way to methodologically guide in situ ambient
display research.

Given that we are fundamentally interested in evaluating ‘naturalistic usage’
(Siek et al., 2014), we have committed to the challenge that research prototypes
typically do not withstand daily use in authentic environments (Nunamaker Jr.
et al., 2015; Siek et al., 2014). It is with the utmost certainty that the Ambient Sur-
faces would not be in operation as of 2019 had we not committed to this proactive
engagement. Consequently, we faced several challenges throughout the entire
study. As the Ambient Surfaces did and do change regularly (see Figure 5), so did
and does the environment, including staff members, meeting schedules, holiday
and illness seasons, as well as trainings—to name but a few. Following GT helped
us to stay sensitive towards the data. For example, sometimes there were no inter-
actions during an entire week. We immediately started to ask questions and
postulate possible explanations. Here, the primary data source served as a sensitive
indicator to rapidly start wondering about the data. We found this quantitative data
source to be very helpful, especially when the research commenced but also later
during the study (e.g. to isolate a novelty effect).

We find it difficult to convey the tacit knowledge regarding issues that are not
directly presented in charts, diagrams, and statistical tests. However, as we are
constantly comparing data and theorising about the implications, GT ensures that
we explicitly track the progress while, for instance, asking questions and conducting
analyses. Overall, by only considering such occasionally intertwined issues and by
bringing them to the fore, we argue that field deployment reports reach their full
potential and the reader is able to enjoy a text to its full extent.
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Contributions

The following elaborates the different contributions this paper adds to existing
knowledge, categorised in terms of field deployments, ambient displays, GT
methodology, and the novelty effect.

Long-term Field Deployment Research

• Firstly, by shedding light on our ongoing long-term field deployment study,
this paper responds to recent calls for more longitudinal in situ evaluations
(Börner et al., 2013; Hazlewood et al., 2011; Preim et al., 2018).

Methodological Advances in Ambient Display In Situ Research

• Secondly, by envisioning the application of classic GT in ambient display
field deployment research, the paper introduces a way to cope with the lack
of methodological development in this domain (Hazlewood et al., 2011).

Grounded Theory Methodology

• Thirdly, it contributes to the general rare application of GT methodology in
the domains of software engineering (Stray et al., 2016) as well as HCI and
CSCW (Muller and Kogan, 2012).
• Fourthly, it demonstrates a practical systematisation of both core processes

in GT. The literature remains silent as to how to proceed during the constant
comparison process and fails to indicate what constitutes fertile comparison
candidates to develop a theoretical model (Boeije, 2002). Stol et al. (2016)
also note that the process of theoretical sampling remains unclear, particularly
considering the implications of data magnitude in this process.
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• Fifthly, it envisions the utilisation of quantitative data in GT research. There
have been no recent attempts in this regard (Glaser, 2008).
• Sixthly, as the systematisation approach is used with both quantitative and

qualitative data, this paper puts forward a means to use a mixed-methods ap-
proach in GT. Rarely are both data sources combined in GT research (Walsh,
2015).

Novelty Effect Research

• Seventhly and lastly, in addition to a discussion of selected examples of the
novelty effect in a previous publication (Koch et al., 2018), this work
illustrates how we coped with this effect on a methodological level.

Limitations

Overall, our study is conducted in one particular environment—other settings will
likely reveal notable differences in terms of comparisons and the sampling strategy.
Furthermore, as there is little practical guidance on conducting GT with quantitative
data, it is possible that we misinterpreted certain parts that Glaser (2008) foresees
for such research. Additionally, the issue of incorporating literature in GT research
was disregarded (Giles et al., 2013), primarily due to the fact that we would have had
to frame the paper more holistically. In a similar vein, the paper only briefly draws
on the complexity of our research and does not convey any information on how
the descriptive findings from Phase 1 transcended into conceptually representative
categories. Also, social aspects such as how usage relates to practices (e.g. team
meetings) are not further considered. Again, Phase 1 was intended as being the first
stepping stone towards the goal of generating a substantive theory.

Conclusion and Recommendations for Future Work

In response to the lacking methodological advances in ambient display in situ
research, this paper illustrates the application of classic GT in our ongoing longitu-
dinal study. It seeks to put forward practical guidance for the researcher to go
along with the methodology’s two core concepts, namely constant comparison and
theoretical sampling. To this end, it demonstrates a practical systematisation of
both processes to compare and sample quantitative interaction data. The concept of
crude indices was leveraged to unveil latent patterns and to indicate directions for
future data collection as well as analysis activities on the basis of emergent
hypotheses and questions.

In terms of future research, we propose the following directions. Firstly, a
promising avenue would be to apply our approach to further quantitative analyses
in related studies. Secondly, we encourage other researchers to conduct studies
with GT as it has yet to gain momentum in HCI and CSCW research (Muller and

16



Kogan, 2012). Thirdly, irrespective of the selected research methodology, this pa-
per puts forward the issue that in situ research is highly relevant (Börner et al.,
2013; Hazlewood et al., 2011; Nunamaker Jr. et al., 2015; Preim et al., 2018; Siek
et al., 2014). Consequently, any research with any chosen methodology conducted
in this manner, would contribute valuable knowledge to the community. Fourthly
and lastly, we concur with Bjørn and Boulus-Rødje (2015) and invite other re-
searchers to rethink their research approaches when planning to conduct research
in dynamic and heterogeneous environments. With the selection of a primary data
source (e.g. to cope with the novelty effect), we hope to indicate some first
stepping stones in this regard.
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Abstract. Communities of Practice have existed for as long as people have been learning 

and sharing their experiences. However, it was not until the early 1990’s before the study 

of these communities gained attention from the research community. Since then, these 

communities have been studied in many research domains, yet, the core structural 

elements, which are critical to these communities remain constant - Domain, Community 

and Practice. In this paper we re-examine the structural elements of Communities of 

Practice and argue for the extension of these to include aspects on Participation, Learning 

and Knowledge. We also take a first step in validating these new structural elements by 

presenting a study that explores how they appear in a known Communities of Practice (the 

CoderDojo movement). Our research informs the future study of COP from both a 

theoretical and organizational perspective. 

Introduction 

Communities of Practice (COP) have existed for as long as people have been 

learning and sharing their experiences through storytelling (Lave and Wenger, 

1991). However the study of COP, and in particular their impact on how groups of 

people work and learn together only gained attention from research communities 

in the early-1990s. Today, COP are widely studied in many domains, such as 

Healthcare (cf. (Falkman, et al., 2008)), Software Engineering (cf. (Ranmuthugala, 

et al., 2011)) and Business and Management (cf. (Wenger and Snyder, 2000)) to 

name but a few. Over this period, much research has validated and confirmed Lave 

and Wenger’s claim (1991) that the three main structural elements of a COP are: 
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Domain, Community and Practice (Corso and Giacobbe, 2005; Sánchez-Cardona, 

et al., 2012; Snyder, et al., 2003; Wenger, 1998; Wenger, 1998b; Wenger, 2006; 

Wenger, et al., 2002; Wenger and Snyder, 2000). Research also supports the 

assertion that these three elements are vital to the formulization and development 

of a COP (Wenger, 1998) and the combination of these three elements is what 

differentiates a COP from a normal community (Eckert, 2006).  

 The aim of our research is to revisit the structural elements of COP (Domain, 

Community and Practice) and in doing so also pose the questions: What defines a 

Community of Practice? What are the key characteristics of a Community of 

Practice? And how do the key characteristics materialize in an existing Community 

of Practice? Our objective is to explore previous research on COP to seek whether 

other structural elements have been discussed and could possibly be given as much 

prominence as the three that Lave and Wenger (1991) first established. In doing so, 

the approach we took involved a two-step process, whereby we first conducted an 

extensive review of literature related to COP, the results of which lead us to propose 

amending the three current structural elements (Domain, Community and Practice) 

with Participation, Learning and Knowledge to form a more holistic understanding 

of the structural elements of current COP. As a first step in validating this claim we 

conducted a follow-on study that involved embedding ourselves in a commonly 

known COP (the CoderDojo movement) whereby we conducted a series of semi-

structured interviews with CoderDojo mentors to identify how and where these 

elements (Participation, Learning and Knowledge) appear in the day-to-day 

running of this community. The main contribution of this paper is twofold, first we 

present a review of research on COP, conducted in many domains over the last 

twenty-five years. Secondly, based on our review we propose an extension of the 

current structural elements of COP and take a first step in validating these new 

elements.  

Communities of Practice 

Communities of Practice (COP), as a term and research area, was first introduced 

by Lave and Wenger (1991) when they discussed it in regards to apprenticeship as 

a learning model. Wenger then extended this concept, and applied it to other 

domains, such as, for instance: organisations (Wenger, 1998b). As part of this work 

Wenger defined COP as a “group of people who share a concern or a passion for 

something they do and learn how to do it better as they interact regularly” (1991, 

pp 72-73). Many others have developed different definitions of COP in relation to 

their use in various types of organisations and sectors (Brown and Duguid, 1991; 

Hildreth & Kimble, 2002; Fisher, 2001; Hoadley, 2012; Lindkvist, 2005; Gherardi, 

2006).  

While there are many different definitions of COP in the literature, there is more 

consensus on the key structural elements that help to form and develop a COP. Lave 
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and Wenger (1991) first discussed the three structural elements of domain, 

community and practice in their early work and they were further elaborated by 

Wenger (1998). They first introduced them to describe the way in which a COP can 

evolve naturally because of the members’ common interest and commitment to a 

particular domain or area. The early work of Lave and Wenger, which identified 

these elements, has subsequently been developed further throughout the years. If 

we look at each element individually, Domain refers to the shared domain of 

interest the community members are engaged in (Corso and Giacobbe, 2005; Probst 

and Stefano, 2008; Ranmuthugala, et al., 2011; Wiggberg and Daniels, 2011) and 

commitment to this domain is implied by membership and a shared competence 

that distinguishes members from other people (Lave and Wenger, 1991; Wenger, 

1998, 1998b, 2006). Community refers to the joint activities the community 

members engage in (Lave and Wenger, 1991; Wenger, 1998, 1998b, 2006), i.e. 

they share information, help each other, engage in group discussions, build 

relationships etc. Finally, Practice refers to the shared repertoire of resources the 

community members build up, (Lave and Wenger, 1991; Wenger, 1998, 1998b, 

2006), i.e. stories, tools, experiences, ways of dealing with recurring problems, etc. 

These elements have been validated by many researchers in the current COP 

literature (see for instance, Ranmuthugala, et al., 2011; Nistor and Fischer, 2012; 

Sánchez-Cardona, et al., 2012; Corso and Giacobbe, 2005; Snyder and Briggs, 

2003; Lindkvist, 2005; Wiggberg and Daniels, 2011).  

Our research leverages on these works, as well as those that sought to explore 

structural elements beyond those first established by Lave and Wenger (1991). 

Couros and Kesten (2003) explored COP by conducting a considerable literature 

review to elicit the different definitions of a COP that exist, along with what they 

call the “general characteristics” of a COP (Lave and Wenger, 1991, pp. 10). Under 

this term they discuss characteristics such as social learning theory, participation, 

knowledge sharing, and more. However, they don’t go so far as to describe or 

define these as key characteristics or structural elements of a COP. Also, the 

literature they used to identify these characteristics may be considered as being 

quite narrow as they mainly relied on the work of Wenger (1998; 1998b). Since 

then, the body of literature on COP has greatly expanded. 

As part of a review of literature on COP, Roberts (2006) explored the role of a 

COP for interpersonal knowledge transfer. In this she summarised the key 

characteristics of a COP compiled by Wenger (1998b), however, she overlooked 

the three aspects we focus on in this paper: Participation, Learning and Knowledge. 

The characteristics she did focus on can easily be identified with Domain, 

Community and Practice. Although Roberts does mention participation with 

regards to negotiating meaning (Roberts, 2006, pp. 4) and forming an identity 

within the COP (pp. 8) she does not explain how one participates in a COP and fails 

to highlight the importance of participation as a key characteristic.  
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In this section we provided a brief overview of research that has sought to define 

and elaborate on the study of COP. In the next section we continue our review of 

related literature but we focus on work that has explored the structural elements of 

COP with the aim of identifying key elements that may have been somewhat 

overlooked in previous work.   

Reviewing and Extending the Structural Elements of 

COP 

This phase of the study followed on from the initial review of literature on COP. 

We decided to conduct a Meta Review of the literature in order to extract the most 

prominent structural elements of a COP. In doing so, our aim was to explore 

whether or not there are structural elements discussed in the literature that may have 

emerged since Lave and Wenger (1991) first established the three known elements 

of Domain, Community and Practice - and if so, why they have not been considered 

as structural elements before. This phase involved reviewing literature that 

investigated different aspects of COP. We extracted the definitions and 

characteristics from the literature and stored them in an online digital archive, 

keeping a detailed record of each. Next, we categorised these based on keywords 

and phrases related to the structural elements of Domain, Community and Practice. 

During this process, we found many characteristics could not easily be categorised 

under these elements, including the way in which a member of a COP moves from 

the periphery to the centre through participation, the way in which knowledge is 

transferred from one member to another, and the type of learning that takes place 

in a COP. Therefore we went through a process of coding, categorising and 

describing the characteristics that did not relate to Domain, Community and 

Practice and we ended up with a set of three new structural elements: Participation, 

Learning and Knowledge. In Table 1 we present a list of characteristics under these 

elements that were prominent in the literature. We categorised all of the similar 

characteristics in the literature together based on similarities in key phrases and 

meaning. In the following we discuss these structural elements in more detail. 

Participation 

According to the literature, participation in a COP refers to the accumulation of 

expertise, the development of expertise and the stimulation of the social 

construction of knowledge (Nistor and Fischer, 2012). Members in a COP go 

through a process of legitimate peripheral participation (Couros and Kesten, 2003; 

Lave and Wenger, 1991; Wenger, 1998b). People initially join the community and 

learn on the periphery, and as they become more competent, and the activities of 

the community become more relevant, they move closer to the core of the 
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community (Hoadley, 2012; Lave and Wenger, 1991; Wenger, 1998b). Through 

this process of legitimate peripheral participation the COP members gain expertise 

with the COP and they construct knowledge. One’s identity in a COP can be 

described in terms of various levels of expertise. Members start as a novice on the 

periphery moving towards an expert at the centre of the community. This expert 

status comes as a result of participation (Nistor and Fischer, 2012).  

Table 1 – COP Characteristics - extracted from existing literature under the structural elements 

Participation, Learning and Knowledge. 

Participation Learning Knowledge 

Legitimate Peripheral 

Participation (Eckert, 2006; 

Lindkvist, 2005; Wenger, 

2006) 

Informal Learning (Boud, 

Middleton, 2003; Wenger, 

1998b)  

Tacit and Explicit Knowledge 

(Avasti, et al., 2015; 

Bradshaw et al., 2004; Sauve, 

2007; Wenger, 2006)  

Members join and learn on 

the periphery of the 

community before moving 

towards the center (Hoadley, 

Kilner, 2005; Lindkvist, 

2005; Wenger, 2006)  

Learning is an active process 

(Lindkvist, 2005)  

Members develop advanced 

and reproducible knowledge 

in the community domain 

(Probst, Borzillo, 2008)  

Members gain experience 

with the practice of the 

community  (Probst, Borzillo, 

2008)  

Social Participation 

(Lindkvist, 2005; Wenger, 

1998; Wenger, Snyder, 2000)  

Knowledge is categorized by 

narratives, collaboration and 

constructivism (Blankenship, 

Ruona, 2007)  

Member construct knowledge 

through participation (Probst, 

Borzillo, 2008)  

Participation fosters learning 

in a COP (Lindkvist, 2005)   

Knowledge is transferred 

through informal methods   

(Sheridan, Goggin, 

O’Sullivan, 2016)  

Members build up and 

develop their expertise within 

the COP (Avasti, et al., 2015, 

Eckert, 2006; Probst, 

Borzillo, 2008; Wenger, 

2006)  

The person is actively 

involved in their learning 

process (Lindkvist, 2005; 

Wenger, 1998; Wenger, 

Snyder, 2000)  

Knowledge in a COP is 

created and disseminated 

through the C4P model  

(Jakovljevic, et al., 2013)  

Participation leads to various 

levels of expertise & expert 

status in a COP (Probst, 

Borzillo, 2008; Wenger, 

2006)  

Situated Learning Theory 

(Clancey, 1995; Lindkvist, 

2005; Wenger, 1998)  

Narratives or stories are used 

to identify problems and 

represent existing knowledge  

(Jakovljevic, et al., 2013)  

Members start as a novice 

and through participation 

become an expert  (Probst, 

Borzillo, 2008; Wenger, 

2006)  

Learning takes place in the 

same situation it is applied  

(Wenger, 1998; Wenger, 

Snyder, 2000)  

Collaboration involves 

members engaging in and 

sharing common practice 

(Jakovljevic, et al., 2013)  

Expertise can determine the 

level of participation a 

member engages in  (Probst, 

Borzillo, 2008)  

Members learn through 

content, context, community 

and participation (Clancey, 

1995; Lindkvist, 2005; 

Wenger, 1998)  

Constructivism allows 

members to develop an 

understanding of the practice 

and how to solve problems 

(Jakovljevic, et al., 2013) 

Different levels of 

participation – (i) Core group, 

Formal learning can 

sometimes take place 

Collaboration and interaction 

increases and improves 
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(ii) those who engage in 

discussions & activities and 

(iii) periphery group 

(Wiggberg, Daniels, 2011)  

 

through training sessions, 

workshops and courses 

(Sauve, 2007)  

knowledge in a COP 

(Jakovljevic, et al., 2013) 

Learning 

The process of legitimate peripheral participation is a social process and fosters 

learning in a COP (Lave and Wenger, 1991). Lave and Wenger describe it as 

follows: ‘learning occurs if the person is actively involved in the learning 

processes’. This process of learning is grounded in the situated learning theory 

(Clancey, 1995; Lave and Wenger, 1991; Stein 1998) and Lave and Wenger relate 

this to the learning within a COP. Members of the COP acquire professional skills 

and the process of legitimate peripheral participation leads to full memberships in 

a COP (Lave and Wenger, 1991). Situated learning is the relationship between 

learning and the social context in which it occurs, i.e. learning takes place in the 

same situation in which it is applied (Stein 1998; Wenger, et al., 2002). The major 

elements in situated learning are: content (facts and processes of a task); context 

(situations, values, environment, and cues); community (the group where the 

learner will create and negotiate) and participation (where a learner works together 

with others in order to solve the problem) (Clancey, 1995; Lave and Wenger, 1991; 

Stein 1998). This form of learning is a social process and comes as a result of social 

participation, i.e. the individual is an active member of the COP and in the 

construction of their identity within the community (Stein 1998; Wenger, et al., 

2002). According to Wenger (1998), social participation leads to the informal 

learning which takes place in a COP. This form of learning takes place within the 

informal meetings, conversations and relationships the community members 

engage in (Boud and Middleton, 2003).  

Knowledge  

Communities of practice are very important sources of knowledge (Avasthi, et al., 

2005), and it has been argued that they have become the most natural way in which 

tacit knowledge is transferred within organisations (Bradshaw, et al., 2004). The 

types of knowledge created and disseminated in a COP can be described as tacit 

and explicit knowledge (Avasthi, et al., 2005; Sánchez-Cardona, et al., 2012; 

Wenger, 1998b). COP can be used to facilitate the informal knowledge transfer that 

drives leadership development, productivity, and innovation because the amount of 

work driven by tacit knowledge continues to rise (Sauve, 2007). The creation of 

knowledge in a COP can be categorised by the following three elements – 

Narratives, Collaborations and Social Constructivism (Blankenship and Ruona, 

2007; Brown and Duguid, 1991; Couros and Kesten, 2003; Hoadley, 2012). 

Narratives are used for identifying problems and representing existing knowledge. 
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Collaboration refers to participants engaging in and sharing common practice. 

Social Constructivism describes how participants develop a common 

understanding of their practice and how to solve problems. The C4P Framework 

(Content, Conversations, Connections, Context and Purpose) established by 

Hoadley and Kilner (2005) describes how knowledge is created and disseminated 

in a COP.  

 

We argue that our proposed structural elements - Participation, Learning and 

Knowledge - alongside Domain, Community and Practice, provide us with a more 

comprehensive way of describing and understanding how COP form and develop. 

These extra elements may not have been considered as key elements before, as the 

existing literature has arguably sought to confirm Lave and Wenger’s (1991) 

postulation of three key elements. Lave and Wenger (1991) identified Domain, 

Community and Practice as structural elements of a COP and these elements have 

a number of links between them. For example, the domain is what brings the 

community together and if the community doesn’t interact on a regular basis, they 

cannot develop their practice. Lave and Wenger (1991) discussed characteristics of 

participation, learning and knowledge within the context of a COP and highlighted 

their importance but did not consider them as structural elements. This may be 

because they chose to discuss them within the context of the Domain, Community 

and Practice and within the context of how a COP operates. 

 

In the following, we present a study aimed at validating the extension of the 

structural elements. We focused on how and where aspects of Participation, 

Learning and Knowledge appear in a recognised COP - the CoderDojo Movement. 

The CoderDojo Study 

Before we describe the study, we will describe the CoderDojo movement, its 

structure, as well as the rationale for us selecting it as an exemplar COP to study. 

The CoderDojo movement is a global network of public, volunteer-led, 

community-based programming clubs for young people aged 7-17 years old. 

Through participation in these clubs, young people learn how to code, build a 

website, create an app or a game and explore technology in an informal, creative 

and social environment. This community is relatively new, starting first in Cork, 

Ireland in July 2011. It soon became a global phenomenon, with over 10,000 

registered coding clubs in 125 countries worldwide1 and the growth of several new 

Dojos each week.  

                                                 
1 https://www.codeclubworld.org/ 
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The CoderDojo Structure  

The CoderDojo is a global community of coding experts, parents and children who 

all come together for one purpose - to teach and learn how to code in an informal 

learning environment. The core group of a CoderDojo includes the mentor - 

typically the person who set up the CoderDojo (i.e. CoderDojo Champion) - and 

the children who attend the CoderDojo. Each child is initially on the periphery of 

the community where they learn how to code, but as they become more proficient 

at coding and familiar with the activities of the community, they move towards the 

core of the community by helping newcomers and becoming junior mentors. The 

parents are generally on the periphery (unless they set up the dojo), although they 

also have an opportunity to learn how to code with their child. Each individual 

Coderdojo can be viewed as a COP – however, each dojo has little or no interaction 

with each other. Instead they could be viewed as a network of COP which fall under 

the umbrella of the Coderdojo Foundation.  

We selected the CoderDojo movement as an exemplar COP to study, not only 

because it is a commonly recognised COP, but also because we have access to over 

20 local CoderDojos, which helped us to gather a number of different opinions and 

insights on the day-to-day running of the community. Access to the CoderDojos 

allowed us to understand how the CoderDojo mentors and participants 

communicate and collaborate with each other both inside and outside of their 

weekly clubs. Moreover, we anticipated that interviewing members of the 

CoderDojo would help us to understand what kind of learning outcomes are 

expected or anticipated from participation in the CoderDojo.  

The Study 

The aim of this part of the study was to investigate whether or not the new structural 

elements established as part of phase one, i.e. Participation, Learning and 

Knowledge, appear as key elements in the day-to-day running of a CoderDojo. With 

this in mind we collected in-depth insights into the everyday running of the 

Coderdojo from those at the core of the community. We conducted ten semi-

structured interviews with ten CoderDojo mentors (P1-10) from eight different 

Coderdojo groups (C1-8) (See Table 2.) The interviews were conducted with 6 

female and 4 male mentors and the age group varied between 17 and 60. Two 

participants are CoderDojo Champions, i.e. they are responsible for setting up the 

dojo but do not mentor the participants. Five participants are CoderDojo 

Champions and Mentors, i.e. they were responsible for setting up the dojo and they 

also mentor the students. Another participant is a CoderDojo Mentor only – i.e. she 

attends the dojo each week and mentors the students with her background in coding. 

Finally, two participants are CoderDojo Champions and parents to some of the 

participants, i.e. they set up the dojo because they thought it would be a good 

activity for their children. These participants are also involved in the logistics of 
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the CoderDojo, i.e. organising the venue, trips, guest speakers, etc. Each interview 

lasted between 25 and 40 minutes. The questions asked were open-ended and 

focused around aspects that relate to Participation, Learning and Knowledge to 

determine if they were prominent characteristics in the day-to-day running of their 

CoderDojo. The questions asked included: How did you get involved in the 

CoderDojo and why? What have you learnt during your time in this CoderDojo? 

Tell me about the activities of this CoderDojo – can you describe a typical 

CoderDojo class? All interviews were video and audio recorded, and the same 

researcher who conducted the interviews transcribed them (lead author). 

 
Table 2 – Interview Participant Information  

 
Interview 

Participant/  

Coderdojo 

Coderdojo 

Venue 

Mentors & 

Participants in 

the Coderdojo 

Champion  Mentor Parent 

P1/C1 (male) Community 

Library 

20 participants; 

2-4 mentors  

  × 

P2/C2 (male) Large 

Multinational 

Company  

30 participants, 

2-4 mentors 

  × 

P3/C3 (male) Large 

Multinational 

Company 

30 participants, 

2-4 mentors 

  × 

P4/C4 (male) Large 

Multinational 

Company 

30 participants, 

2-4 mentors 

  × 

P5/C5 (female) Community 

Centre  

20 participants; 

2-4 mentors 

 ×  

P6/C5 (female) Community 

Centre 

20 participants; 

2-4 mentors 

 ×  

P7/C1 (female) Community 

Library 

20 participants; 

2-4 mentors 

×  × 

P8/C6 (female) Community 

Hall 

20 participants; 

2-4 mentors 

 × × 

P9/C7 (female) Large 

Multinational 

Company 

30 participants, 

2-4 mentors  

  × 

P10/C8 (female) Third Level 

College  

60 participants, 

2-4 participants  

 × × 

 

Data Analysis  

As part of our analysis we coded the interview transcripts against the three new 

structural elements of a COP – Participation, Learning and Knowledge. We chose 

a directed content analysis approach (Bengtsson, 2016; Elo & Kyngäs, 2008; 
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Graneheim & Lundman, 2004, Helgevold & Moen, 2015) and close-coding 

approach as we sought to focus the analysis on aspects of the three new structural 

elements. The interview transcripts were read through several times to obtain a 

clear understanding of the data before the transcripts were divided into high level 

categories of Participation, Learning and Knowledge. Each of these transcript 

sections was then coded, which resulted in 45 unique codes (13 Participation, 20 

Learning and 12 Knowledge). These codes were then sorted semantically whereby 

two themes emerged for each structural element (see Table 3.). These themes are 

discussed in the following section. 

 

Table 3 – Data Analysis – Structural Elements, Themes and Codes.  
 

 

Structural Element 

 

 

Theme (Unique Codes) 

 

Exemplar Code 

Participation  Legitimate Peripheral 

Participation (8) 

 Active Participation 

accumulates Expertise (5) 

 Children helping their 

fellow participants 

 Collaborative participation  

Learning  Participation fosters 

learning (11) 

 Participants formulate their 

own learning (9) 

 Children learning from the 

mentors 

 Children can personalise 

projects 

Knowledge  Participation leads to 

increased knowledge (6) 

 Knowledge is disseminated 

through collaboration & 

communication (6) 

 Children increasing their 

knowledge of coding 

through participation 

 Face-to-face communicate 

& collaborate 

Findings 

Through our analysis of the interview transcripts, we identified numerous occasions 

where our participants referred to aspects of Participation, Learning and 

Knowledge when talking about their everyday experience of the CoderDojo. In the 

following we outline where these structural elements are evident in the day-to-day 

activities of the CoderDojo. 

Aspects of Participation 

Legitimate Peripheral Participation 

Evidence from the interviews indicates that the participants of the CoderDojo 

(parents, children and mentors) go through a process of legitimate peripheral 

participation (Lave & Wenger, 1991). The parents bring their children to the 
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individual CoderDojo clubs, sitting on the periphery of the community but they 

often learn with their child as P2/C2 explains, “Parents have an opportunity to 

have a good learning experience as well. They can learn the challenge and watch 

their child learn too. They engage in a joint exercise.” Parents can also move 

through the layers of the community as they become mentors to the new members. 

They gain experience with the community practice through learning and teaching 

coding. P6/C5 highlights this point, “Parents end up being mentors because they 

pick up things along the way.” The children also join the community at the 

periphery, attending their first class and learning the basics of coding. They start 

with simple coding, moving towards more advanced coding as their coding 

expertise increases. In this way, they move through the layers of the community. 

As they become more proficient at coding, they move towards the centre of the 

community and act as a mentor to the new CoderDojo members: “Kids do the 

mentoring of the blue belt. To get the blue belt, the idea is that they do three 

consecutive stints of teaching a class or group of students. The kids do an entire 

run of a class” (P5/C4); “We have one junior mentor and she is in the teenage 

room. She started here as a participant. Now she has started her own dojo in her 

own school” (P9/C7). Mentors in the CoderDojo are immediately part of the central 

activities of the community. Some join at the centre from the beginning (e.g. those 

with a prior knowledge of coding) while others, through legitimate peripheral 

participation, move towards the centre and become mentors over time: “I was going 

to CoderDojo as a participant for about six years since it started. Bill Lau who set 

up the original CoderDojo spoke to me and had been very encouraging about 

setting up my own one…I set up this CoderDojo when I was in Transition Year. My 

role is Mentor.”(P1/C1) 

 

Active Participation accumulates Expertise    

The children accumulate expertise of coding and problem solving as they actively 

participate in the classes - listening to their mentor, collaborating with fellow 

participants, asking questions, etc. This is how they construct their knowledge 

within the community: “The motto is if you have a problem, ask three other kids 

first before you ask the mentor and this encourages group work and collaboration” 

(P10/C8) and “We (the mentors) tackle lots of questions asked by the kids. We 

tackle things line by line…..We do gentle quizzes to make sure the kids understand 

what is happening because the point is to learn how to code.” (P7/C1) It can be 

said in the CoderDojo that one’s identity can be described as various levels of 

expertise, and that this expertise comes as a result of participation in the 

community. The parents and children typically join the community as novices, and 

some parents remain a novice on the periphery. Meanwhile, children move from 

being a novice to an expert at the centre of the community as they increase their 

knowledge of coding. Some children and parents become mentors to the younger 

children, and mentors are seen as experts in the community. The organiser of the 
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CoderDojo may not always be a mentor, although they are still central to the 

activities of the dojo. They are responsible for recruiting mentors and participants 

and organising events or activities for the dojo if necessary: “I started bringing my 

son to this CoderDojo when it started. After about two weeks, I became secretary 

on the committee. We make sure the kids work on their projects…We try to organise 

day trips and guest speakers to come in when mentors are unable to attend.” 

(P3/C3). 

Aspects of Learning 

Participation fosters Learning 

The transcripts reveal that legitimate peripheral participation also fosters the 

learning that occurs in a CoderDojo community. The participants learn by being 

actively involved in the activities of the dojo and by actively moving through their 

community. The participants are engaged in an informal learning environment, 

which is somewhat different from what they are familiar with at school, “The dojo 

has a relaxed learning environment. If it’s too like school, they won’t want to come 

back again….They (the kids) might have their own thing that they would like to 

add, something they’ve seen on YouTube. The kids will do their own thing, 

changing variables in the code, etc.” (P7/C1) The CoderDojo facilitates a learning 

environment where the children can have fun and enjoy themselves while learning 

to code: “We facilitate a learning environment. I want children to have fun and 

enjoy themselves. I want them to learn how to solve problems, something they can’t 

learn in schools.” (P2/C2) The activities of the CoderDojo lead to informal learning 

activities that in turn facilitate collaborations and an exchange of knowledge 

between its participants. Children work on their own as well as in groups: 

“Generally kids work on their own projects. Although they are working on their 

own games, they still work together. A lot of the kids teach themselves. They 

generally come up with their own ideas” (P8/C6). They are also encouraged to help 

each other: “The mentors go around and help the children and we also encourage 

the children to help each other….I love when the children are inquisitive and 

cheeky. I like a lively session! I love when kids ask questions” (P9/C7).  

 

Participants formulate their own Learning 

The children are often the determinants of their own learning, and can influence the 

topics that are covered in the classroom, “…we were doing tables but the kids didn’t 

want to do it so we skipped past it. The kids can come up with ideas. For example, 

one kid wanted to add a video to his website so we dedicated a class to 

that.”(P1/C1) The mentors and the children acquire new skills as they participate 

in the CoderDojo, both technical and soft skills: “The mentors learn 

communication skills, presenting skills and organisation skills” (P5/C4). 

Meanwhile, along with coding, the children learn “social, soft skills, 
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communication, teamwork and people skills” (P9/C7). Some children will chose to 

work on their own projects, “The children downstairs work on their own projects. 

They’ve been invited to take part in classes but they like working on their own stuff. 

They help each other” (P4/C4). Mentors learn what’s involved in running a dojo 

and what it means to be a mentor: “I had to grasp the difference between teaching 

students at University College Cork (UCC) and kids who may be as young as 10. 

The students in UCC would pick things up a lot quicker…Adapting to the young 

age of the children was a challenge” (P4/C4). Younger and older children learn 

different coding concepts: “We introduce them (young children) to Scratch. That is 

used to introduce the children to coding, but the older kids think this is very 

juvenile. We try to give them the opportunity to work with Internet devices such as 

Raspberry Pi and others. Some kids learn Python and Java…” (P2/C2).  

Aspects of Knowledge 

Participation leads to increased Knowledge 

The content and approach to learning in a CoderDojo varies from one dojo to 

another. Some CoderDojo use PowerPoint slides and the CoderDojo book as 

sources of content for each class: “It is my responsibility to prepare the material, 

know the code beforehand, prepare slides, PowerPoints, PDFs, teach the kids, 

explain the code to them and explain what it is used for” (P1/C1). While other dojos 

will introduce the children to different software programmes and allow the children 

to work on their own projects: “We shifted towards an overview of the environment 

(e.g. Scratch) for fifteen minutes and then a challenge from the first opportunity. 

We offer new challenges, rewards, demos but a lot of the projects in the class can 

be similar.” (P2/C2) The mentors and children engage in face-to-face 

conversations on a regular basis as they meet for classes each week.  

 

Knowledge is disseminated through collaboration & communication 

The mentors help the children with any problems they are facing, and in doing so 

disseminate knowledge to the community members. Two mentors we interviewed 

also use an online platform where mentors can discuss what they are delivering 

each week, and the children can ask questions of the mentors if they are working 

on a project outside of the class: “We use a Slack Channel which is a team chat 

channel. There are different channels for different classes. On the mentors channel 

we discuss what we are going to cover each week. Students can ask questions about 

something they are stuck on.” (P5/C4), and “We also have the Discord Channel 

where the kids can ask questions about anything to do with CoderDojo coding or 

separate coding.” (P7/C1). The children form friendships with each other and they 

also form a relationship with their mentors as they meet on a weekly basis and this 

forms trust between the community members, “I wanted continuity. That way I 

knew what the child was working on each week and I could attempt to help the child 
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the following weeks. We needed to build a relationship with the children” (P2/C2) 

and “The friendships they make is nice to see as well. They help each other with 

the code, if one is finished they go around and help each other” (P7/C1). 

CONCLUSION & FUTURE WORK  

It is evident in the literature that COP are widely studied across different sectors, 

yet only three structural elements of COP – Domain, Community and Practice – 

are used when identifying the key characteristics of a COP. We argue that these 

structural elements overlook how and why people participate in a COP. They also 

overlook aspects of learning that takes place within a COP and they don’t represent 

how knowledge is created, managed and disseminated in a COP. During our review 

of COP literature we found that these characteristics were not listed under the main 

identifying features of a COP, yet our study of the CoderDojo movement seems to 

indicate that they are crucial to the formation, development and day-to-day running 

of this COP.  

 

In summarising our work, we firstly presented a comprehensive review of research 

on COP, conducted in many domains over the last twenty-five years. Secondly, 

based on our review we proposed an extension of the current structural elements of 

COP and we took a first step in validating these new elements by investigating how 

these new structural elements appear in the day-to-day running of the CoderDojo 

movement. We did so by embedding ourselves in this community and conducting 

semi-structured interviews. Our analysis of these interviews not only allowed us to 

shed light on each structural element, it also illustrated several connections between 

them. It is through active participation in the COP that the participant increases 

their learning. They learn by doing and being actively involved in the activities of 

the community. Participation also leads to increased knowledge within the 

community. Participation in the community activities leads to the dissemination of 

knowledge as participants communicate, collaborate and share their knowledge 

with each other. As knowledge is exchanged, learning also takes place. 

Participation, Learning and Knowledge are interlinked elements of a COP and one 

cannot take place without the presence of the other two.  

 

As part of our future work, we will plan to carry out further analysis of the interview 

transcripts to explore whether there is any evidence of other structural elements that 

have not been established to date. We would also like to expand on the contrasts 

made between the old and new concepts discussed in this paper, especially in 

relation to participation and practice. Following this we will focus on developing 

an approach that will support the creation and development of a successful COP. 

The aim of this particular COP will be to enhance the learning of STEM subjects 
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for second level students across Europe. We hope that our new view on how COP 

are formed and develop will help us and other researchers better understand the 

wider range of complexities that are involved in the creation, development and 

study of Communities of Practice.   
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Abstract. In this paper we describe #CapIt, a system that aims to combine the best of
analog whiteboards and digiboards in tabletop collaborations. #CapIt was deployed at an
HCI research unit for over a year. In an exploratory study completed after the system was
fully integrated in participants‘ day-to-day work practices, three power users of #CapIt
were asked to reflect on their use of the system by means of mindmapping. Using photo
elicitation and semi-structured interviews, additional feedback was gathered from the
participants. Based on the participants’ comments as well as our observations of the
mindmapping process, we here report our findings pertaining to (1) hybridity; (2)
collaboration; and (3) territories, privacy and temporality; and discuss the influence of the
system on collaborative work practices.

1 Introduction

Whiteboards are an often used tool in nearly all types of work, from individual
whiteboards in personal offices, to public whiteboards in meeting rooms, to the
often digital whiteboards in the front of classrooms. There are several advantages
of analog whiteboards that keep attracting people to pick up a marker and draw out
their thoughts: whiteboards never have to reboot and never suffer technical failures



(Price et al., 2011), there is no learning curve for using a whiteboard (Gumienny,
2013, p. III), and quick whiteboard sketches support problem solving and reasoning
(Larkin and Simon, 1987). As communal whiteboards continue to be frequently
used in many workplaces, it is beneficial to research how to best capture, digitize,
and share notes from a whiteboard, so that collaborators can easily integrate them
into their work practices.

In this exploratory paper, we describe #CapIt, a system that takes snapshots of
the notes and sketches on a whiteboard that also functions as a table (see figure 1).
The system uploads the captures to the internal messaging system of an HCI
research unit. The whiteboard table and its capture system are used regularly for,
e.g., collaborative ideation sessions, team meetings, and project progress updates.
We illustrate how the characteristics of an analog whiteboard, paired with the
affordances of a table, and combined with an already familiar messaging and
archiving system, influenced collaborative and creative meetings at the research
unit. The findings described in this paper relate to (1) the hybridity of the system in
terms of digital vs. analog, but also horizontal vs. vertical; (2) the effect of the
system on collaboration, relating to the type, significance and sharing of notes; and
(3) a category that encompasses three interlocking themes: territories, privacy and
temporality.

Figure 1. Left:The Whiteboard Table, as it is placed in the Center for HCI, spans 600 × 120 cm,
and is surrounded by ∼ 12 chairs at any given time. Right: a generic team meeting around the
whiteboard table. c© David Fisslthaler.

2 Background

To frame our research, as well as the #CapIt system, we will briefly discuss existing
research about (collaborative) work on (electronic) whiteboards, as well as research
about large, communal table tops.

In many work domains, the use of whiteboards continues to be universal. In the
fields of design, architecture, engineering, and computer science, sketching and
diagramming is a well-established practice (Walny et al., 2011). In this section, we
will discuss the theory behind the use of (digital and analog) whiteboards and

2



whiteboard capture systems, of which there are many. We will also discuss the
characteristics of tabletop collaboration, and how territoriality in shared work
spaces influences work practices.

2.1 Whiteboard Note Taking

Content on whiteboards helps externalize thoughts, so they can be more easily
understood by others, and supports exploring ideas, without taking decisions too
quickly (Cherubini et al., 2007; Triplett, 2016). Whiteboards are used both
independently or collaboratively, and synchronously or asynchronously (Tang
et al., 2009). In asynchronous use, users of the whiteboard leave notes, sketches
and diagrams behind for themselves or others to work on (Mangano et al., 2015).
Content on a whiteboard is easily revisitable, updatable, and flexible, allowing
users to build representation of information for many types of collaborative and
individual activity (Tang et al., 2009).

2.2 Electronic Whiteboards

Electronic whiteboards are popular due to their capability of combining the
properties of an analog whiteboard with other (digital) teaching tools (e.g.,
showing videos or ‘undoing’ and ‘redoing’ steps). However, electronic
whiteboards can lack resolution (Branham et al., 2010), and they are often turned
off to preserve energy (Huang et al., 2006), which causes them not to be
‘ready-to-hand’ (cf. (Heyer and Brereton, 2010)), a requirement for skilful,
flowing use. Analog whiteboards are therefore still often used by researchers,
designers and engineers to understand their own work, as well as communicate it
to others.

2.3 Sharing Whiteboards

Communally shared analog whiteboards face the problem of ownership, i.e.:
sketches and notes created on a public whiteboard are at risk of being wiped out by
an external party (Price et al., 2011), causing people to write notes like ‘do not
erase!’ on whiteboards (Saund, 1999). This results in some notes remaining on the
whiteboard for very long times, due to externals’ fear of removing important work,
and thus rendering the whiteboard useless (Ju et al., 2007). Additionally, it is hard
to digitize the notes for archiving purposes: rather than copy the notes by hand by
means of a text processor, whiteboard users can often be seen taking cell phone
pictures of the whiteboard, for future reference (Inie and Dalsgaard, 2017).
Photographs of whiteboards are often used to solve disagreements and to confirm
action points (Walny et al., 2011), but to effectively do this, the photographs need
to be shared with the entire group involved in the meeting by the person who took
them.

Due to practical considerations, it is also rare to see more than two persons
writing on the same whiteboard at the same time, as space generally does not allow
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for it. When multiple people write on a vertical whiteboard, the overview and
communal understanding of what is happening on the whiteboard is lost quickly.

2.4 Capturing Whiteboards

As common as whiteboards are in office environments, so are smart phone
snapshots that try to preserve the outcomes a creative, collaborative session on a
shared whiteboard (Klokmose and Bertelsen, 2013; Branham et al., 2010).

Varona-Marin et al. (2018) recently analysed the curation of manually captured
photos of the whiteboard after the meeting has ended. They found that snapshots of
the whiteboard usually serve as general meeting records. Even though only a single
group member usually takes a photo of the board, the captures were perceived by
the users to be collectively owned by the group members. The captures were often
shared via email, or stored in shared folders.

In general, captures of whiteboards seem most often revisited when either
participants in a meeting differ on a decision made during a meeting, or when
sketches, notes and diagrams made during a meeting need to be digitized to be
used in further work (such as reports and presentations) (Walny et al., 2011).

2.5 Working on Large Table Tops

Large tabletops invite more explorative or playful interactions with objects on a
tabletop (Zagermann et al., 2016). Tabletop collaboration increases the awareness
of the actions of other participants (Rick et al., 2011); it equalizes the roles of the
participants (Marshall et al., 2008); it encourages more cohesive work (Rogers and
Lindley, 2004); and resolves bottle necks (Tang, 1991). A key goal of collaborative
work is often collaborative sensemaking: bridging gaps in understanding between
people (Wallace et al., 2013). People working on complex projects tend to
externalize key aspects of their sensemaking process, to literally and physically
‘lay out the evidence’ on table (Andrews et al., 2010).

2.5.1 Tangible Objects

Large spaces support more explorative interactions, involving fidgeting or playing
(Zagermann et al., 2016). Wall-mounted whiteboards – both digital and analog
alike – offer little space for tangible objects to come into play. Artifacts like paper,
pens and other peripherals are primary tools for explaining, developing and
communicating ideas during early phases of design (Klemmer et al., 2001). These
kinds of objects often act as placeholders in the early stages of design (Smit et al.,
2016), functioning as scaffolds (Jaasma et al., 2017) or traces (van Dijk and Vos,
2011), to support the designers in their process of exploring, extrapolating and
communicating. Large, horizontal surfaces more practically allow for interaction
with physical, three-dimensional objects, which can support collaborative
sensemaking processes (Hummels and van Dijk, 2015). The table surface is an
important resource for collaboration mediation; and the spatial orientation of the
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participants in relation to each other and the drawing plays a role in the structure of
the activity (Tang, 1991).

2.5.2 Orientation

Orientation is critical to how people comprehend information, coordinate actions
with one-another, and mediate communication. Orientation plays a major role in
informing collaborators who is currently using or reviewing which items, and
which items are available. Collaborators often rotate items on a table partially (i.e.,
sideways) to share the item with others and invite immediate collaboration (Kruger
et al., 2004).

2.6 Territoriality in Shared Workspaces

Collaborative work on a shared surface also introduces with so-called territoriality:
tabletop territories serve to coordinate tabletop interactions (Scott et al., 2004).
Territories help people coordinate tasks and create mutual understanding, and so
their establishment is crucial in the beginning of a collaborative task
(Klinkhammer et al., 2018). Collaborators around a table automatically define
personal territories for themselves, in which they collect items and do work that
relates only to them. Although never explicitly discussed, collaborators hardly ever
venture into another person’s personal territory (Scott et al., 2004). Participants
may even ask for explicit permission to add to, or adjust items in another person’s
territory, even if those items are not personal (Morris et al., 2010).

If no personal territories are established, conflicts may arise (e.g., because
participants interact with materials that ‘belong’ to another person) (Pinelle et al.,
2009). Personal territories generally reside along the edge of the table, in front of
the respective participant (Klinkhammer et al., 2018), group territories take up the
remaining space on the table (Scott et al., 2004). Workspace territories are not
static states, but instead change shape following the flow of the collaborative
process (Klinkhammer et al., 2018).

2.7 Previous Whiteboard Note Capture Systems

In the following sections, we will describe previous works that involve whiteboard
note capture systems. Each of the works discussed presented findings that relate to
the use of our #CapIt system.

An early adoption of a whiteboard capture system is the ZombieBoard (Saund,
1999). This work featured a pan/tilt camera that would construct a high-resolution
capture of a whiteboard by mosaicing several pictures together seamlessly. The
capture was then automatically printed. The researchers found that a privacy blind,
installed in front of the system’s camera to obstruct the camera’s view, was
occasionally used.

Zhang and He (2003; 2004) describe a system for scanning whiteboard content
by means of a digital camera. In this system, entire meetings were captured on
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video. Even when use of the whiteboard was not required for the meeting, people
still turned on the capture system, mainly to capture who was speaking (by writing
the name of the speaker on the whiteboard) so that meeting segments could be
recognized and retrieved more easily later on.

Holmquist et al., (2003) introduce Total Recall, in which the user holds a hand-
held computer with screen up to the board and moves it around to recover previous
notes taken on that area of the whiteboard. They argue that this solution provides
a better coupling to the whiteboard notes than viewing a capture of the whiteboard
on a desktop system.

Price et al. (2011) used wireless-enabled digital cameras to take pictures of
students’ personal whiteboards, that they used in class. Those photos were then
uploaded to a photosharing website. They found that students would diligently
label and organize their whiteboard pictures for later use. Additionally, students
began to correct the solutions on their personal whiteboards before capturing them,
ensuring that a capture showing the correct solution to a problem was uploaded.

Branham et al. (2010) describe ReBoard, a system that focuses enabling
detailed search within the collection of whiteboard captures. The search function
of ReBoard was based on general date ranges, thumbnails and general location of a
sketch on the whiteboard. They found that users shared captures either through the
system or via personal email, or that the images were sometimes printed to share
with others.

3 Research Objective

In this exploratory paper, we describe the use of the whiteboard table in combination
with the connected capture system, that automatically uploads whiteboard captures
to the messaging system used in the workplace this exploratory study took place
in. The system that we present, #CapIt, combines the advantages of the horizontal
orientation of the whiteboard table, the ease-of-use of analog whiteboards, and the
archiving capabilities of digiboards. Therefore, our research focuses on the use of
the whiteboard table capture system in collaborative settings, and the advantages
of the table’s horizontal orientation and the system’s connection to existing digital
infrastructure.

4 System

At the Center for Human-Computer Interaction in Salzburg, a multidisciplinary
team of 30 researchers investigate HCI problems. One of the tools they use for
this, is the whiteboard table: a structure of 600 × 120 cm, comprised of two
horizontal whiteboards (300 × 120 cm each; see figure 1). The researchers of the
Center use this table on a daily basis, both for collaborative, as well as individual
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work. The researchers of the Center also use Slack1 as their main means of digital
communication. Slack offers public and private chatrooms called ‘channels’ (e.g.,
#channel) as well as a direct messaging system for one-on-one and group
conversations. Files, such as photos, can also be shared in Slack. Users of Slack
are encouraged to create their own ‘bots’ to automate processes for them. Bots can
do many things that human users of Slack can also do, such as sending messages
and sharing files.

To combine the unifying power of the whiteboard table with the easy sharing
of files and messages in Slack, #CapIt was created. #CapIt is a system that
captures notes and sketches made on the whiteboard table with the press of a
button. The captures would then be uploaded in Slack by the @whiteboardbot to
the #whiteboardchannel (see figure 2), where users could review, download and
share the photos that were taken of their notes.

As early as 1988, research showed that one major reason that groupware
(interactive software and hardware in the workplace) fail, is because they ask more
time and energy from the users, than they are getting in return (Grudin, 1988), and
still, groupware often fails be the systems are too complex or badly designed, and
it’s easier for the user to avoid using them altogether (Korpelainen and Kira, 2013).
#CapIt was therefore designed with simplicity of use in mind, integrating the
capture system fully with the messaging system that the future users of #CapIt
were already using. The system is designed in a rather open-ended fashion, so that
users may interpret the system in ways that we, as the designers of the system,
could not have fully foreseen (Pipek and Wulf, 2009), in hopes that the users
appropriate the system in a way that most effectively and efficiently supports their
work day.

Figure 2. The #whiteboardchannel in the Slack work space, where the captures of the whiteboard
table are uploaded for the researchers of the Center for HCI to use.

1 https://slack.com/
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Figure 3. A typical picture as taken by #CapIt. In this picture, one can see the type of notes taken
during meetings and creative sessions, but also the presence of other, tangible items, including: basic
whiteboard table necessities (markers, wipers); technology (personal computers, phones, chargers);
and peripherals (snacks, water glasses, coffee cups).

4.1 Technology

To capture the entire length of the whiteboard table with a high enough resolution
to maintain legibility of small, handwritten notes, we needed a minimum of 25
points per inch2 (PPI) (Zhang and He, 2004). The PPI can be calculated by
dividing the diagonal resolution of a picture by the diagonal size of the subject (in
this case: the whiteboard table) in inches (in this case: 241”). This leaves us with a
minimal resolution of 1182 × 5908 pixels – more than 4K resolution. Therefore,
the final iteration of #CapIt makes use of two 4K cameras, the images of which are
stitched together. These two cameras are mounted 2 meters above the whiteboard,
and connected to a ODROID-XU4 single board computer3, by means of two USB
3.0 ports. The cameras are triggered by a Logitech POP button4 (see figure 4).
This button sends a signal via Bluetooth Low Energy (BLE) to the ODROID
board. Once the pictures have been taken, they are stitched together (see figure 3)
and uploaded to the public #whiteboardtable Slack channel, where users can find,
download and share the pictures of the whiteboard table.

Figure 4. The cameras above the whiteboard table are triggered by this white Logitech POP button,
which was placed in a black, laser-cut casing (whiteboard markers for scale).

2 1 inch (1”) ≈ 2.54cm
3 https://www.hardkernel.com/shop/odroid-xu4/
4 https://www.logitech.com/en-us/product/pop-smart-button
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5 Study Setup

#CapIt has been in place at the Center for HCI for more than a year, during which
employees have freely been making use of the system. All pictures (n = 168) that
were shared in the #whiteboardtable channel in Slack during the period of 21
November 2017 to 21 November 2018, were downloaded. 79 Pictures were
discarded for being outside the scope of research (e.g., duplicates or pictures that
were taken in quick succession after one-another, pictures that did not show any
notes, or pictures that were taken during prototyping and testing phases). This
resulted in a data set of 89 pictures.

5.1 Participant Selection

From the dataset, in which 17 different users of the system appeared, we identified
three so-called ‘power users’: the users that appeared most often in the pictures. For
this study, the three power users appeared in 18, 13, and 12 pictures respectively.
We identified users not only based on appearance (i.e., clothing, posture), but also
on personal items, such as: stickers on laptops, headphones, handwriting in the
notes, personal water bottles, and notebooks, which were visible in the photos. In
25 pictures, no user could be indubitably discerned.

5.2 Generative Tools

During the study, we followed an approach developed by Keller (2005, p. 23-27),
who used techniques from the field of participatory design to elicit responses from
experts about their methods of collecting and structuring inspirational material.
Keller (2005) employed generative tools (2000). Specifically, participants were
asked to create three mindmaps relating to the way the participants structure their
collections of creative and inspirational material.

The three power users were invited for a collaborative mindmapping session
that served to learn about their use of the whiteboard table documenting system. By
allowing for visual expression of the participants in the mindmaps, rather than just
verbal expression in a semi-structured interview, we hoped for more diverse insights
shared by the participants (Keller, 2005, p. 23). Different from Keller‘s method, we
opted for a collaborative session, as #CapIt is mostly used in collaborative sessions.
Participants, therefore, are used to sharing the space on the whiteboard table with
others, and collaboratively create notes.

By inviting the participants to use the system, with the goal of exploring and
studying the use of the system, we hoped to inspire the participants to share
recursive feedback, in a dialogue not just with the researchers, but also with the
system.
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5.3 Participant Driven Photo-Elicitation

To start a dialogue about the effect of #CapIt on the work of the participants, the
researchers opted to begin the interview section of the study with a participant
driven photo-elicitation session (Harper, 2002; Van House, 2006; Gorm and
Shklovski, 2017). Photo elicitation has been shown to help participants focus on
the interview, and to make new associations (Carter and Mankoff, 2005). Before
the study, the participants were asked to send the researchers the most interesting
picture they had taken with #CapIt. The researchers then edited these pictures to
remove anything that wasn‘t a note or sketch (see figure 5). The participants were
asked to explain what stood out to them about the edited photos. Then, the
unedited photos were shown to the participants, and they were asked to compare
the pictures and comment on the differences.

Figure 5. The pictures that the participants had sent to the researchers were edited to remove anything
that would not be on a ‘normal’ (vertical) whiteboard. Left: part of the original picture that P1 sent
in. Right: part of the edited picture.

5.4 Semi-Structured Interview

Directly following the photo-elicitation process, the researchers transitioned into
a semi-structured interview that touched on the use of the whiteboard table; the
capture system; and the sharing, archiving and sensemaking of the photos. Although
questions were prepared for the interview, they were not asked sequentially, but
rather guided the interview while keeping the flow of the conversation intact.

6 Data Collection & Analysis

Two researchers involved the development of #CapIt were present during the entire
study. The primary researcher guided the mindmapping, photo-elicitation and
interview sessions, while taking notes. The secondary researcher was responsible
for monitoring the recording equipment (a GoPro Hero 6 recorded the entire
session, while the semi-structured interview was additionally recorded on a
smartphone), and took notes as well. #CapIt itself was used to intermittently
capture progress of the mindmapping on the table.
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The notes of both researchers were digitized and merged in one document.
These notes included observations of the participants, Both researchers then,
independently, engaged in descriptive coding of the study notes (Saldana, 2009,
p. 6). These two separate sets of codes were then compared, and the notes were
categorized based on the codings. From these categories, ten overarching, often
interconnected themes were derived. They are described in the findings.

The mindmaps that were made by the participants during the study were
captured by #CapIt (see figure 6). While the specific content of the mindmaps
themselves were not extensively archived, we analyzed the process of making
them, and their outcomes, based on #CapIt captures and research study notes.

Figure 6. The three mindmaps that were created by the participants during the study. From left to
right: 1) the first mindmap about the general use of the whiteboard; 2) an attempt at structuring the
initial mindmap in terms of users, purpose, role, use, and end goal; 3) a more specific mindmap
about the physicality of the whiteboard table, and the accompanying capturing system.

7 Findings

In this section, we will describe the most interesting findings from the study by
means of describing the overarching themes that were found during the analysis of
the study results.

7.1 Choice of Picture

An immediate interesting finding is illustrated by the choice of pictures of the
participants. Only P1 submitted a ‘standard’ #CapIt picture; i.e., the type of picture
that is most commonly captured by #CapIt, including meeting notes and
to-do-lists. She mentioned that she had chosen this note as an example of how she
would refer back to a #CapIt picture, when she had not taken notes in her personal
notebook during a meeting.

P2, on the other hand, submitted a picture that was taken during a creative
workshop with children in the context of a research project. She mentioned that
she not only took the picture as documentation of what had taken place during the
workshop, but that the picture also perfectly served the purpose of sharing their
progress in external presentations, as faces are not visible in the picture.

Finally, P3 submitted a very old picture, that she had saved somewhere in her
personal files, and named ‘Data_Analysis_Observations.jpg’. She clarified that this
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was the picture that she most often referred back to, as it contained the entire data
analysis of a project she was working on. She mentioned that she had even forgone
making a spreadsheet on her computer, but had instead saved this capture to the
Data Analysis folder on her computer. According to P3, the collaborative process
of data analysis on the whiteboard table started quite chaotically, but by being able
to all work on it collaboratively, and by being able to erase and rearrange items
easily, it became a structured overview.

Figure 7. P1 submitted a picture of a recent meeting she took part in. Although she did not write any
of the notes on the table herself, she explained that this picture was important to her, because she did
not take any private notes in her notebook during the meeting, and went back to it several times to
recall what steps were agreed on, and what her tasks were.

Figure 8. P2 chose a picture taken during a creative workshop with children, which took place in the
context of a research project. She chose this picture, not so much for the content in it, but for the
message that is conveyed with it. She has used the picture several times in presentations for external
parties, to explain the kind of work she does within this project.

7.2 Type and Significance of Notes

The participants were asked their first thought towards ‘working on the whiteboard-
table’. P1 (designer) mostly associated the whiteboard table with drawing, while P2
(designer) generally used in to explore thoughts, both in groups and individually. P3
(sociologist) said to mostly associate the whiteboard table with data analysis. The
responses of the participants show that #CapIt is useful for a range of different
activities, and for people with different backgrounds. Captures reviewed for this
study included not only meeting notes and brainstorming sessions, but workshop
progress, physical prototyping sessions, artistic drawings, data analysis, time lines
and schedules, etc.
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Figure 9. P3 found a picture that she had saved to her personal collection on her computer for future
reference: a photo of the whiteboard table after an intensive collaborative data visualization session.
Note: this picture was taken with an older version of the system, hence the lower quality image.

Participants noted that when they come across notes from others on the table,
they can generally deduce significance (P2: "From the way the notes are written
down, I can decide if they‘re important"). They mentioned that they would
generally not delete things that had colleagues’ names attached to them, or things
that were appropriately titled (P2: "Stuff with titles like ‘Data Analysis’, I would
never delete"), unless they absolutely needed the space to work on. In those cases,
P2 and P3 would capture the work before erasing it, while P1 said that she would
then rather not work on the whiteboard table.

Although the participants mention that they think they can generally deduce
the importance of notes and sketches from their appearance, P3 also reported on
an instance where a colleague drew a simple scribble during a project meeting to
illustrate an epistemological point (see figure 10). Although this colleague never
meant for the sketch to be saved, it became a guiding visual keepsake for P3, to
remind her of the main objective of the project.

7.3 Roles & Collaboration

Right from the start of the mindmapping session, dividing roles was noted as an
important step in the use of the whiteboard table (P3: "Maybe we should divide
colors [of markers]?"), especially after it became clear that a lot of terms appeared
several times in the mindmap (P3: "We are reproducing a lot of stuff: we need
roles.", and "[In a normal session] we would have decided: who will write?"). The
participants mentioned that in meetings with a collaborative goal, there is generally
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Figure 10. A seemingly innocuous scribble, that came to play an important role in the stucturing of
a complex project.

one person taking on the main writing task, with others adding on where needed. In
meetings during which people have their individual tasks and goals people tend to
write their own, personal notes, in their personal territory.

7.4 Structure

During the study, the participants started out with an unstructured brainstorm (see
figure 6, left), calling out and writing down whatever came to mind when thinking
of #CapIt. Nonetheless, the first mindmap ended up having multiple entries of the
same term. Realizing that they could not reach sufficient structure in the current
mindmap, they decided to create a new mindmap on the other side of the table.
Whereas the first mindmap had the characteristics of a word web, the second
mindmap took the shape of a flowchart or schematic. The participants found
themes in the original mindmap, and structured them under the headers of: users,
purpose, role, use, and end goal (see figure 6, middle). Finally, the third mindmap
resembles a chart, in which the participants tried to map characteristics of the
system to physical versus digital components (see figure 6, right).

7.5 Orientation

As any horizontal shared workspace, the whiteboard table faces issues of
orientation of content. P3 even mentioned that she has become very skilled at
writing upside-down. The participants noticed while making the first mindmap,
that a lot of the duplicate terms were written in different orientations (i.e., the
participants might have noticed the term if it had been written in the ‘correct’
orientation). This resulted in the decision of the participants to sit on the same side
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of the table while making the second and the third mindmap (P3: "If we‘re on the
same side, it‘s easier to share note-taking [tasks]". Furthermore, the participants
switched seats twice while making the first mindmap, to have a look at the
mindmap from the other participants’ perspectives.

7.6 Effects of Removing Peripherals

Once the peripherals were removed, the difference in the type of pictures that the
participants had brought along for the study, became all the more clear. Whereas the
focus of P3’s picture is fully on the notes that are written on the table, the picture that
P2 has brought completely loses all meaning when the tangible workshop materials
are removed. In this picture, the tangible materials on the table play a bigger role in
the activity going on around the table, than the sketches on the table themselves.

In the picture that P1 brought, removing the tangible objects on the table did
not change the meaning of the notes, however: the ownership of the notes (i.e., the
personal territories of the participants) could no longer be identified, due to lack of
personal items on the table. Additionally, the main subject of the meeting – a yellow
box, seen in the middle of the right table in figure 7 – was also removed, making it
more difficult to recognize the capture at a glance without reading the notes in the
image.

7.7 Trust in the System

P3 noted that whenever she takes a picture of her work on the whiteboard table, she
checks the #whiteboardtable channel in Slack to see if the picture is there, before
erasing her work. The other two participants noted that they did not do that: they
trust the system. We suspect this to be a result of P3’s use of a prototypical version
of #CapIt. The reliability issues of this version of #CapIt may have led P3 to believe
that the system lacks functionality or predictability, and that the system therefore
cannot be trusted (Thatcher et al., 2011). Rather than discontinuing the use of the
system, she instead decided to always check that the system behaved according
to her intentions. P1 and P2 only every experienced a fully functional system, and
therefore did not experience any disconnect between system expectation and system
confirmation (Bhattacherjee, 2001) and did not feel the need to double-check on the
system’s performance.

7.8 Temporality vs. Permanence

The system causes tension between temporality and permanence. All participants
viewed notes on the whiteboard as a work-in-progress (P2: "It is kind of like real-
time editing"; P1: "I can always take it back"): participants felt less need to prepare
or structure their thoughts before writing them down, than for paper note-taking
– which is shown to stimulate creativity (Diehl and Stroebe, 1987). However, the
addition of #CapIt with its automatic upload to a public Slack channel, introduces
a layer of permanence to scribbles and sketches (P2: "You cannot press a button
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to delete a photo. Once it’s taken, it’s out there"). Capturing the notes therefore
takes a way the "erasability" that is a defining quality of whiteboards. P3 noted that
she often cleans up her notes and sketches, and removes peripherals from the table,
before pressing the capture button (cf. Price et al. (2011)).

7.9 Territory

As in other work, we also noticed that personal territories are quickly created on the
whiteboard table. All participants shared the habit of writing small, personal notes
(such as to-do lists or reminders) on the edge of the table, whereas communal note-
taking happens collaboratively in the middle of the table. The personal territory
on the whiteboard was classified by the participants as being somewhere between a
personal notebook (completely private), and the center of the table (P3: "It‘s a big
table, you‘re not always in control of what people write and especially what they
erase").

7.10 Privacy Concerns

Mounting cameras in office spaces always come with concern for individuals’
privacy (Saund, 1999; Branham et al., 2010). Combined with an automatic
uploading system, that shares the image in a channel that is accessible to
approximately 30 people, the issue of privacy regularly came up in the interview
with the power users. All participants agreed however, that anything written on the
whiteboard table and not immediately erased, should be considered public
knowledge (P3: "If people leave stuff up for days, it can’t be NDA anymore").
When P1 mentioned that she would not feel comfortable taking pictures of other
people’s notes that have been left on the table, P2 and P3 both affirmed that they
would take captures of other peoples’ notes before erasing them, to ensure that
they did not delete any important work.

8 Discussion

In this section, we will discuss implications of the findings from the study, as well
as the significance of some of the researcher’s most interesting observations. The
themes that were described in the findings, and the relations between them, will be
discussed below.

8.1 Hybridity

#CapIt introduces a hybridity that has, to our knowledge, not yet been described in
literature. Capture systems for vertical whiteboards exist aplenty (see, e.g., Fakih
(2012); He et al. (2003); Zhang and He (2004); Varona-Marin et al. (2018)), as
do interactive whiteboards (see, e.g., Saund (1999); Rebecca et al. (2015). On the
horizontal front, there are many examples of interactive tables (e.g., Wallace et al.
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(2013); Zagermann et al. (2016); Rogers and Lindley (2004); Rick et al. (2011).
#CapIt, however, combines the advantages of an analog whiteboard (foolproofness),
with the advantages of a digital whiteboard (archiving), and those of horizontal
surfaces (face-to-face collaboration and interaction with tangible objects).

These characteristics lead to unique interactions between the physical and the
digital. For example, we expected that participants would depend on the capture
date of the picture and the (written) notes (Branham et al., 2010), to discern which
picture was of importance to them, but we actually noticed that users of the system
use physical peripherals (personal notebooks, smart phones, even people’s hair
colours and clothing) to recognize pictures. Removing the tangible objects from
the picture, such as can be seen in figure 5, also removes the context of the picture
to a large extent.

Furthermore, we often noticed that physical objects were often part of the
activities taking place on the whiteboard table, as can be seen in figure 8, where
the tangible objects play the main role in the picture, and in figure 7, where a
tangible object (the yellow box) provides the context of the picture, and the
meeting that took place.

That tangible objects are important for creative, collaborative work is not new
information (van Dijk and Vos, 2011). However, we found that some qualities of
these tangible objects appear to also translate to, and even enhance, purely
digital content in a different context (i.e., on a computer or screen, after the
meeting).

8.2 Collaboration using #CapIt

We found that the whiteboard table in conjunction with #CapIt invites many
different modes of use, for many different types of collaborative work. For
collaborative work that takes place in the shared territory of the whiteboard,
the orientation of notes, sketches and physical objects is very important,
whereas the orientation of personal notes in the personal territory only matters to
the person taking the note. The system also seems to increase the feeling of control
over the shared territory of the whiteboard table, because although anyone can add
and erase notes, everyone is also free to take a snapshot, so that nothing is lost.

The finding that importance of notes was not always immediately
acknowledged, e.g. Tang et al. (2009): the meaning of sketches and notes can
evolve over time, transforming from situated, contextual drawings into personal
reminders, communication aides, brainstorm starting points, etc. The direct
connection between the whiteboard table and Slack becomes important here:
participants may not normally have taken the time to copy down the notes and
sketches in their own notebooks, but it is hardly any effort to hit the capture
button at the end of a meeting. Even if participants do not believe that there is
anything worthwhile in the notes, they will still have it archived in the
#whiteboardtable channel, just in case. #CapIt accordingly provides a
press-of-the-button back-up system for its users that is readily available to all
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participants at all times. We believe that this continuous availability and the ease
of use are a large part of the success of #CapIt and any other type of
collaborative work support system.

8.3 Territories, Privacy, and Temporality

The themes of privacy and territory also strongly interacted with the theme of
temporality versus permanence. Whereas others describe that whiteboard capture
system often lead to privacy concerns regarding the content of meetings (Saund,
1999; Branham et al., 2010), the participants in this study were primarily
concerned with their personal territories, and the interplay between a very
temporary note on a whiteboard, and a very permanent capture, that is public
for everyone to see. The physical capture button – combined with the sound effects
the system makes – eases some concerns: it is not possible to covertly take a
snapshot of the contents of the whiteboard table.

Furthermore, one participant reported that she would not take pictures of
others’ work, which is a surprising finding, as there is no indicator as to who took a
picture: the ownership of the picture is shared between anyone who can access
the #whiteboardtable channel. However, for some users, the territory of the
person creating notes and sketches on the whiteboard table remains with those
notes, until they are removed by the person who created them.

#CapIt was not subjected to the strong feelings about privacy that other systems
have been. This is likely related to the fact that the system was implemented in an
open office structure, where the expectation of privacy is already low. It may also
be a sign of developing times, in which privacy cannot be assumed, with or without
a system like #CapIt present. In any case the acceptance of the system in terms
of privacy may be heavily dependent on the spatial context of the system.

9 Conclusion

In this paper, we have described an exploratory study regarding a whiteboard table
capture system, that took place at an HCI research unit. Three power users were
asked to make mindmaps using the system, followed by a photo elicitation session
with captures from the system, and a semi-structured interview. Ten themes were
defined in the findings, that connected into three categories that were described in
the discussion: the hybridity of the system; the effect of the system on
collaboration; and a category that encompasses three interlocking themes, namely:
territories, privacy and temporality. #CapIt has been organically embedded into the
work practices of the researchers at the HCI research unit, and the captures often
find their way out of the #whiteboardtable channel into the day-to-day business of
the users of the system, even (long) after meetings around the whiteboard table
have concluded.

18



References
Andrews, C., A. Endert, and C. North (2010): ‘Space to think: large high-resolution displays

for sensemaking’. In: Proceedings of the 28th international conference on Human factors in
computing systems - CHI ’10. Atlanta, Georgia, USA, p. 55, ACM Press.

Bhattacherjee, A. (2001): ‘Understanding Information Systems Continuance: An Expectation-
Confirmation Model’. MIS Quarterly, vol. 25, no. 3, pp. 351.

Branham, S., G. Golovchinsky, S. Carter, and J. T. Biehl (2010): ‘Let’s Go from the Whiteboard:
Supporting Transitions in Work Through Whiteboard Capture and Reuse’. In: Proceedings of the
SIGCHI Conference on Human Factors in Computing Systems. New York, NY, USA, pp. 75–84,
ACM.

Bruun, A., K. E. Jensen, D. H. Kristensen, and J. Kjeldskov (2017): ‘Escaping the Trough: Towards
Real-World Impact of Tabletop Research’. International Journal of HumanâĂŞComputer
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Abstract. This paper contributes to an ongoing discussion in the research community
regarding the role of new technology in the lives of those experiencing homelessness. Ask
Izzy is a mobile web app designed to help people who are homeless or at risk of becoming
homeless find the services they need. Since deployment in 2016, it is now attracting over
10,000 users each month. We explore the perceptions towards the design and use of
Ask Izzy with a specific focus on emotional concerns. We interviewed 30 participants who
were either homeless, ex-homeless, service providers or software developers of the web
application. Seven themes emerged from the analysis that appeared to act as barriers or
enablers to the uptake of the technology. We discuss how these themes are associated
with aspects of technology design or an associated experience with a service provider. We
also contrast the views of those who are homeless with service providers. We believe these
themes will provoke discussion and be useful for others who are designing for those who
are homeless.

Introduction

There are numerous current societal problems that require us to change the way we
collectively work together. Well publicised examples include climate change,



population health and wellbeing. These (wicked) problems require solutions that
consider the broader socio-technical system in order to address the needs of
technology users. One particularly challenging problem is homelessness. In
Australia, the number of people experiencing homelessness is up 14% in the five
years leading up to 2016 according to the Australian Bureau of Statistics. People
without an adequate place to live are likely to be frequently seeking help with
service providers for a number of years (Humphry (2014)).

This is a unique, urgent and poorly understood challenge with potential for
many technological solutions. As a consequence, a growing body of work in
CSCW and HCI is calling for an in-depth understanding of the needs of people
who are homeless or at risk of becoming homeless. In previous related work, the
design needs of vulnerable user groups has been shown to be a unique situation
(Vines et al. (2013)), with some research focusing specifically on homelessness
(e.g. Woelfer and Hendry (2011); Hersberger (2013); Chatman (1996); Le Dantec
and Edwards (2008); Muñoz et al. (2004); Griffiths and Scarantino (2005)). This
work raises many questions. For instance, work by Woelfer and Hendry (2011)
questions whether this group of users have the means and motivation to access
information online. Work by Hersberger (2013) questions whether this group of
users already suffer from information overload from existing service providers and
whether new information online will just add to the confusion. Finally, work by
Chatman (1996) questions whether the lack of economic independence restricts
access to computers and internet resources, and limited access to training hinders
uptake of digital technology.

It is clear from prior work that desiging technology to help those who are
homeless needs to be approached in a sensitive manner. In particular, information
about emotions as discussed by Norman (2013) is important to consider as people
often reject technology if it does not support the way they wish to feel while
interacting with it. An increasing body of work now focuses on the way a user
wants to feel while interacting with technology (e.g. Hou et al. (2017); Pedell et al.
(2017); Toscos et al. (2013)). Users may wish to feel in control, connected,
hopeful, cared for, or empowered, among others (Toscos et al. (2013); Pedell et al.
(2014); Saffarizadeh et al. (2017)). Information about emotions is still extremely
difficult to incorporate and evaluate in technology design as they are subjective and
situation-dependent. Also, emotional views about technology are formed and
change over time based not only on the actual technology engagement experience
but also are layered with associated experiences (Saffarizadeh et al. (2017);
Alatawi et al. (2018)). Due to the sensitive nature of this application domain, we
use information about emotional experiences to guide our analysis and
understanding.

Our research is based on a currently deployed mobile web app – called Ask Izzy
– that helps homeless Australians find information about the services they need.
Specifically, Ask Izzy was launched in 2016. Ask Izzy contains information about
services providers, and currently attracts over 10,000 users each month. There are
16 service categories including food, housing, everyday needs, money help and
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counselling among others. We conduct semi-structured interviews with users of Ask
Izzy. Participants are either homeless, ex-homeless, or service providers. Based on
the interview transcripts, we conduct a thematic analysis. We aim to understand
the challenges and opportunities that should be considered when designing similar
technology. Consequently, the research question we aim to answer in this paper is:
‘What are the needs of those experiencing homelessness that should be considered
in the design of new technology?’. The analysis contributes to the existing literature
as it provides an in-depth understanding of the technology needs for a unique and
poorly understood user group: those experiencing homelessness. These results may
also contribute to literature on value sensitive design (Friedman et al. (2008)).

1 Background

A common misconception is that technology to help those experiencing
homelessness is only for those sleeping rough. The Australian Bureau of Statistics
defines a person experiencing homelessness as

“...in a dwelling that is inadequate; or has no tenure, or if their
initial tenure is short and not extendable; or does not allow them to
have control of, and access to space for social relations.”

This typically means that people who are in shelters or transitional
accommodation that has been purposefully built for homeless people are also
considered to be homeless. The goal of reaching a stable housing situation may
take a number of years, and involve frequent interactions with multiple service
providers. In this section we discuss related work on technology for homelessness
and the importance of considering emotions in technology design.

1.1 Technology for Homelessness

There are many considerations when designing technology for those experiencing
homelessness. Currently, most information is exchanged in face-to-face situations
(Hersberger (2013); Le Dantec and Edwards (2008)). Providing information online
about available services is one way to increase accessibility and help those that are
homeless to search and find the help that they need. Prior research has questioned
whether access to additional information online is effective. Work by Hersberger
(2013) questioned whether those who are homeless are not already overwhelmed
by information provided by services. Additionally, the lack of economic
independence restricts access to computers and internet resources. Equally, limited
access to training hinders uptake of digital technology (Chatman (1996)). One
study by Woelfer and Hendry (2011) suggests that we should take a precautionary
stance when it comes to providing access to complex service information online
and has even suggested that ubiquitous technology may not be the solution to this
problem. Additionally, service providers often resist change and reduction in
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control over how those who are homeless are accessing information. This is
because the new means of accessing information creates expectations upon service
providers that they may not be able to meet (Le Dantec and Edwards (2008); Weise
et al. (2017)).

Despite the scepticism regarding the effectiveness of communicating complex
service information online, there is evidence to suggest it would be beneficial to
many. A mobile phone is often viewed as a necessity and a critical lifeline
(Le Dantec and Edwards (2008)). A recent study estimated most people
experiencing homelessness prioritise retaining their mobile phone to keep in touch
with family, friends and necessary service providers (Humphry (2014)). Even
those without a smart phone may have access to the internet via alternative means,
such as the library or with help from case workers. More recent work by Woelfer
and Hendry (2012) investigates the extensive use of social media by young
homeless people, highlighting different information seeking strategies utilised by a
younger tech-savvy generation.

Those experiencing homelessness represent a unique user group. The major
causes of homelessness are outlined in Table I and include family violence,
financial difficulties or a housing crisis. Living situations are outlined in Table II.
For those in these situations, additional problems often accumulate over time, such
as drug and alcohol abuse, creating a viscous cycle (Woelfer and Hendry (2009)).
In reaction to these complex needs, services allocate an extensive range of support,
and become largely responsible for the diffusion of new information and support to
those who are homeless via a mix of government funded organisations and
grassroots organisations (Woelfer and Hendry (2009)).

Table I: Causes

Reason %

Family violence 24
Financial difficulties 20
Housing crisis 16
Inadequate dwellings 11
Other relationship issues 8
Other housing issues 5
Health issues 4
Other 12

Reference for table data:
Homelessness Australia;
ABS;
Chamberlain et al. (2014)

Table II: Living Situations

Place %

Severe overcrowding 39
Supported accommodation 20
Temporarily staying with others 17
Boarding houses 17
Improvised / rough sleeping 6
Other temporary lodging 1
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1.2 Considering Emotions in Technology

People will reject new technology if it does not appeal to their emotional needs
(Dix et al. (2003); Krumbholz et al. (2000); Norman (2005); Pedell et al. (2014);
Miller et al. (2015)). For this reason, there is a growing body of work that aims to
use information about emotions of users to improve the design of new technology.
In our study, we are not directly measuring an emotional state. Instead we are
using information about emotional experiences discussed in interviews as a basis
for evaluating the design of a mobile web app for homelessness. We discuss this
further in the following section.

While there are a variety of popular psychological frameworks that characterise
emotions, their content and utility for system design and evaluation will vary. In
this section we give an overview of popular psychological frameworks that do
characterise emotion and its influence on technology use.

Some psychological frameworks are grounded in primary (also referred to as
basic) emotions such as fear, anger, or joy (Ekman (1992); Schwarz and Clore
(1983)). These frameworks can then be used by technology developers to evaluate
whether such emotions are incorporated into the technology itself (Sutcliffe
(2009); Lowry et al. (2012)). Other emotional frameworks contain different types
of emotions, including those that are more reflective. For instance, some emotions
are characterised by having relatively lower levels of arousal and involve relatively
higher levels of reflective, cognitive processes; examples include the
characterisation of shame and resentment (Martin and Tesser (1996); Desmet and
Hekkert (2007); Plutchik (2003)).

Emotional experiences associated with technology use may be related to
aspects of the software design, such as a particular feature that is displayed. Work
on socio-materiality and technology affordances (Orlikowski and Scott (2008);
Majchrzak et al. (2013); Vaast and Kaganer (2013); Leonardi (2013)) shows how
aspects of design can trigger positive and negative emotional perceptions.
Emotional experiences associated with a particular technology are also influenced
by external factors, including other individuals or organisations that are associated
with the engagement experience. Misplaced expectations may still be attributed to
the technology itself due to multiple experiences becoming aggregated and
associated with each other (Wood and Moreau (2006)). These experiences could
include those occurring during the progression towards a common goal (Clore and
Ortony (2008); Luce et al. (2001)) or achievement (Martin and Tesser (1996)).
Consequently, in our case study, participants may attribute perceptions related to
an interaction with a service provider wrongly to the technology that facilitated the
interactions.

Those that are homeless experience a range of different emotions that place
poorly understood demands upon creators of new technology. Unfortunately, while
there are some studies that focus on designing for vulnerable user groups, and even
those who are homeless, these studies do not focus specifically on emotions and
also do not evaluate a deployed system that has been designed with these needs in
mind.
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2 Case Study

2.1 A Mobile Web App for Homelessness

Ask Izzy (Infoxchange (2018b)) is a mobile web app that aims to tackle the problem
of homelessness by assisting those who are homeless in finding useful information.
It provides information about services in Australia. The listed services provide
a range of support from help with health issues, food, shelter through to legal and
financial advice. The website was listed as ‘un-metered’ with the network; meaning,
it does not cost anything to access. Additionally, battery packs were donated to
increase the capability of those in need to use their phones for longer.

A typical use of Ask Izzy involves starting at the landing page shown in Figure
1. A user is presented with 16 help categories. Examples of the categories are
Housing, Food and Money Help. The user can choose to give their location and is
guided through a series of category-specific questions. Based on these answers, the
user is presented with a service list page compiled via a service filter process
detailing results of services that match their criteria, and ordered by relevance. A
user can select a particular service and view its detailed service page. The detailed
service page (Figure 1) displays information about how to connect with the
particular service, how to get there, who it is for and what clients should expect.

2.2 Method

Two authors conducted a series of semi-structured, one-hour interviews with 30
participants six months after the deployment of Ask Izzy. We took care to ensure the
recruitment procedures and interview locations were appropriate; participants were
recruited via existing service providers who were also able to provide a familiar
environment for the discussion to take place.

Participants who were homeless had some experience with Ask Izzy. This
ranged from a single use to frequent use over the 6 months period of time. Service
providers were aware of Ask Izzy and therefore played a role in raising awareness
with homeless people with whom they were in contact. Table III gives an overview
of the participants that were interviewed. Participants were selected to represent a
range of people who have a stake in the success of the application and who have
had first hand experience with Ask Izzy. This included those who were homeless,
ex-homeless, service providers, and the software company, in a range of situations.

A semi-structured interview was chosen to give flexibility to the conversation.
It allowed participants to diverge and discuss contextual factors that may be
unexpectedly related to their perceptions of Ask Izzy. With regard to the software
design, we asked what they liked, disliked, and what they would change in the
mobile app. We also asked how using Ask Izzy made them feel. We discussed
interactions and experiences outside of the application including how they heard
about Ask Izzy and if they had recommended it or supported others in using it. We
also asked what they thought were the barriers to uptake. If they chose not to use
Ask Izzy, we asked for the reason.
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Figure 1: A sample of screenshots from the second release of Ask Izzy. Left to
right: Landing page, service list page and detailed service page.
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Table III: Interview Participants

Participant Groups Number Sample Coverage

Homeless 14 Adult, Youth, Family Violence, Veteran,
and Ex-Homeless Mental or Emotional Difficulties,

Drugs and Alcohol Problems,
With Children
Stable Living Conditions,
Unstable Living Conditions

Service Providers 15 Official Service Providers including
Government funded and Charities,
inc. Services Providers for Aboriginal
and Torres Strait Islanders

Software Owner 1 A representative from the software company

All transcripts and audio recordings were imported into the NVivo tool (Bazeley
and Jackson (2013)). The results were analysed by two authors following a thematic
data analysis process (Braun (2006)) in order to identify, analyse, and report the
themes from the data. Codes (i.e. quotes) were extracted from the transcripts that
were related to emotional experiences. The codes of the transcripts were grouped
individually into themes and then later discussed and merged to form a final agreed
set of themes.

Following guidelines for thematic analysis, no specific framework of emotions
was used to categorise the elicited codes. Any text phrases that were thought of as
representing the way the participant would or would not like to feel were marked
and extracted. We retained information about the role of each participant in order
to contrast views of service providers with those who are homeless or ex-homeless.

3 Results

The reaction to Ask Izzy was positive. Seven themes emerged that represented
aspects of design that may act as barriers or enablers to the uptake and use of Ask
Izzy.

More specifically, 107 codes were extracted from the transcripts and
subsequently grouped into the 7 themes. These themes were Empowerment and
Control, Assurance, Cared For, Identity and Belonging, Clarity, Unashamed /
Without Stigma and Hopeful. We give a brief description of these themes in this
section. Note that those who are homeless or at risk of being homeless are referred
to as clients by the service providers.
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Empowerment and Control: The empowerment and control theme is about new
ways clients can access service information.
23 codes were extracted and categorised as being related to empowerment and
feeling in control. This theme emerged from discussions about the visibility and
ordering of services presented on the service list page. Ask Izzy provided new
ways of accessing services that would not have previously been publicly available.

Assurance: The theme of being assured is associated with the ways in which
trusted information is accessed.
16 quotes were categorised as being related to feeling assured in the information
accessed through the application. This theme was associated with the person or
organisation that provides information and the impact that has on confidence in
that information.

Cared for: The theme of feeling cared for was associated with both software
features and related social interactions.
Five codes were categorised and were related to clients feeling cared for when they
were provided with useful information. They also discussed how they used Ask
Izzy to care for others by accessing it on their behalf.

Identity and Belonging: Signalling that services are inclusive gives rise to a
sense of belonging.
12 codes were extracted and categorised as being related to a sense of belonging
and a sense of identity. This theme was mostly relevant to Aboriginal and Torres
Strait Islander user group as they wished to feel that this software application had
been designed with their needs in mind.

Clarity: Clarity is a theme about presenting relevant information without being
overwhelming.
16 codes were extracted and categorised as being related to having clarity as
opposed to overwhelming the user who may be stressed or emotionally unstable at
that point in time. This theme was associated with a variety of sources relating to
understanding the available service options.

Being Unashamed: Being unashamed is a theme about avoiding the stigma that
hinders help-seeking behaviour.
13 codes were extracted and categorised as being related to the stigma associated
with homelessness. Due to the stigma associated with being homeless, clients are
apprehensive about asking for help. This theme emerged from discussions around
alternative and anonymous means of accessing information.

Hopefulness: Hopefulness is a theme associated with help-seeking behaviour
while managing expectations.
22 codes were categorised in the theme of hopefulness. Many participants

9



emphasised the balance in technology design about motivating user to find help
while simultaneously managing user expectations.

4 Findings and Discussion

We now revisit our initial research question: What are the needs of those
experiencing homelessness that should be considered in the design of new
technology?

In the following we discuss the seven themes and contrast views of those who
are homeless or ex-homeless with those who are service providers. These themes
represent design considerations that were found to be positively addressed in the
design. However, these themes still had the potential to become barriers to the
uptake of Ask Izzy for a variety of reasons.

4.1 Empowerment and Control

The extent to which service providers and clients felt in control was influenced by
the number and types of services that were listed in the service list page. Concretely,
people who were homeless explained how the mobile web app frequently presented
more service options than they were previously aware of and that the power to
choose which one to access was in their hands.

“... you don’t have to go to that one, you can have a choice.”

Contrary to the views of clients, the service providers had a different stance.
Ask Izzy would reduce the control that service providers had regarding the ways in
which clients access the services. They were concerned that clients would
accidentally be provided with inaccurate information while searching for services,
and consequently end up approaching an organisation that was not able to help.
One service provider stated:

“It’s worse knowing it’s there and that they’re not going to be able
to help me. It would be better thinking there is only one service.”

This tension mirrors findings in related work (e.g. Weise et al. (2017)) that has
documented the changing shift in power from governments and service providers to
the public. What underlay this tension was the ability to access service providers
via searching for their details online as opposed to a recommendation by an existing
case worker or service provider. Consequently, the information that is presented in
Ask Izzy came with a risk that a homeless person would attempt to access a service
that was inappropriate to their situation. For example, one participant stated that
information about service providers is sometimes only provided by a referral via
another service provider. This prevents many people from even knowing that the
service exists but gives the service provision network the control to only recommend
this service to those that would qualify to receive it.
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4.2 Assurance

Those who are experiencing homelessness trust recommendations from others in
the same situation, and as such, trust is a vital mechanism of discovering new
information. One person experiencing homelessness said:

“Word of mouth, word of mouth, whatever they hear on the streets.
So they take their opinions and advice of people, other people that are
homeless that have been there and know the system. Who’s who. [...]
Because people don’t let you down, on that side of life.”

This illustrates the power of trusted information sharing within a community
of people experiencing homelessness. The trust in whoever is recommending Ask
Izzy, and also past experiences with services, are therefore transferred to trust in the
application itself.

4.3 Cared for

While participants were reflecting on their interaction with Ask Izzy they
described how the language that guided them to find their service was personable.
Ask Izzy was created for the purpose of helping them and they consequently felt
cared for. However, the extent to which a client felt cared for was dependent on the
accumulated interactions with service providers, those others who recommend or
who are accessible via Ask Izzy.

Another client explained how he frequently used Ask Izzy to help others:

“There’s a lot that have come up to me and go ‘we haven’t got
smartphones but you’ve got your Ask Izzy’ [...] A lot of them come
back and go oh that was very positive, where else can we go to?’.”

This is an example where the subsequent interaction with the newly found
service provider influences how much a particular client feels cared for. For this
reason, the feeling of being cared for may change with each experience seeking
help. In short, the design creates the expectation of feeling cared for and is
therefore strongly influenced by the series of interactions with multiple service
providers over what is likely to be numerous years.

This example also illustrates an interaction with Ask Izzy is not necessarily one
person with a mobile device who is helping (caring for) another to find what they
need. This interaction was not the primary way that designers envisaged Ask Izzy
to be used, however, our findings indicate that many interactions with Ask Izzy are
social. They may be between two people that are currently homeless where one is
an expert user. Other engagements involved a service provider finding details on
behalf of a client.
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4.4 Identity and Belonging

This theme was mostly relevant to Aboriginal and Torres Strait Islander user group
as they wished to feel that this software application had been designed with their
needs in mind. This was a challenge as the interface design preferences from
different cohorts of users were very different. The Aboriginal and Torres Strait
Islander communities wanted the design to show a signal that their needs had been
considered, and to connect them culturally to their community.

They initially described Ask Izzy as “too mainstream, too governmental,
whichever way you want to put it.”. This negative perception was generally related
to the aspect of the design that was “lacking" as opposed to one that already
existed. The feedback became a high priority requirement for future iterations of
design to see how the need of identity and belonging could be better addressed.

One representative of the software development team said:

“How do you take something that a lot of people like at the moment
and then come up with a next generation and then make sure that the
things people like are still there [...] That’s a really interesting design
challenge.”

4.5 Clarity

Ask Izzy was deliberately designed to communicate the thousands of services as
clearly as possible. One participant who had experienced homelessness said:

“Your emotions are high and all that sort of stuff you’re going
through with something you’ve never experienced in your life before.
So from that point of view it’s absolutely brilliant, ’cause it tells you,
you open it up, and it literally tells you which tram to get onto and
which stop to get off and which train and all that sort of and so on.”

The simplicity of the categories, imagery, icons and language was designed with
clarity in mind. When in stressful situations, some clients rely on recommendations
from service providers or their case worker to be able to use the application, “I just
talk to my case worker because they have all this information,...”. In these scenarios,
Ask Izzy would potentially be used by both clients and service providers together.
One service provider explained how they had a link to Ask Izzy on their desktop.

A second sub-theme related to clarity is about the clarity of the purpose of who
Ask Izzy was for. Many target users of Ask Izzy do not identify with being
homeless. Rough sleeping is heavily stigmatised. Those that have stabilised their
living situations are quick to reject the characterisation of their situation of
homeless.

One service provider stated:

“So that’s part of the problem with promoting things as
homelessness is most people don’t identify.”
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4.6 Being Unashamed

Due to the stigma attached with asking for help, many people who were homeless
preferred to access information anonymously through sites like Ask Izzy, or
alternatively by creating a fake profile on social media.

One client stated:

“Well I find Facebook easier [than speaking in person] because I
can be anonymous on Facebook so like I can make up a fake profile
and just ask random questions on a group and they can like reply, so
it’s sort of like word of mouth but it’s like word of mouth I don’t have to
[be there in person] ”

The increasing desire to seek help online was also documented in prior work
by Woelfer and Hendry (2012). While there is existing evidence to show that
information about services is complex and overwhelming, there is also a growing
body of work to show that this means of accessing information is convenient and
in the example above, preferred.

4.7 Hopefulness

The use of Ask Izzy becomes a trigger where the hope is created, it then may be
acted upon by approaching a service. The amount of hope that a user may feel
changes with each subsequent interaction with the app and also service providers.
The reality is that the journey to a stable living situation may be a number of years.
The greater the initial hope, the greater the risk of negative consequences in the
long-term when expectations are potentially not met.

In our interviews, service providers explained how the application needs to set
realistic expectations:

“It’s not a silver bullet in that sense, so I think that, it connects
people to information quickly which is really good. But it doesn’t
necessarily resolve what they need.”

Feelings of hope on part of the clients were increased with any indication that
they may have found a solution to their problems. Too much hope comes with the
danger of disappointment when the actual service fails to meet a user’s expectations
in reality. Too little hope may be caused by explaining the harsh reality of what
to expect from under-funded services, and therefore may discourage clients from
seeking and/or engaging in social networking services in the first place. Framing the
right message to manage client expectations is a challenge here and can sway clients
to take action and access services or not. Many clients could recall an instance
where they were devastated after a particular service could not help them.
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4.8 Limitations

There are some limitations that we took steps to mitigate. Firstly, the thematic
analysis comes with the inherent characteristic of those themes being open to a
subjective interpretation by coders. To reduce the risk we followed recommended
steps of comparing and merging results with more than one coder. Secondly, the
results are only for one case study and therefore they may not be representative of
other new technology for homelessness. We are therefore cautious with the
generalisability of these results as the capability to appropriate technology similar
to Ask Izzy is likely to be dependent on multiple societal factors, such as
familiarity with and appropriation of e-government services. Despite this, the
investigation was grounded in a large industrial case study that aimed to help those
who are homeless with a diverse range of everyday needs.

5 Conclusion

People who are homeless are now increasingly tech-savvy and use the internet to
find information and ask questions anonymously. We evaluate an existing mobile
web app to better understand the technology needs of those experiencing
homelessness. We firstly conduct semi-structured interviews with 30 people who
were either homeless, ex-homeless, a service provider or a software company.
Seven themes emerged from the analysis that would be useful considerations for
the design of technology for those experiencing homelessness. These were:
empowerment and control, hopefulness, assurance, cared for, identify and
belonging, clarity and being unashamed.

During the thematic analysis, we found our focus on emotion useful to gain a
shortcut to important contextual information uncovering barriers or enablers to the
use of similar technology. In some cases our results confirm and elaborate on design
challenges that have been articulated elsewhere in related work. For instance, access
to new information via Ask Izzy is empowering for those who are homeless. Also,
the need for clarity is important, especially with those who are younger as they can
be easily overwhelmed by the amount of information available and the complexities
of navigating the service provision network. Our evaluation also offers multiple new
insights; many uses of Ask Izzy were social. Users with smartphones frequently
accessed Ask Izzy on behalf of others who were homeless without a smartphone.
Ask Izzy was also used by service providers who used it as a reference point on
behalf of those asking a question in-person.
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Abstract. CSCW as a research field has contributed to the development of digital tools 
and platforms to support collaboration. Historically, detailed studies of collaboration have 
played a central role in the development of theories in CSCW. Parties to collaboration have 
been the main actors, engaged in synchronous or asynchronous, co-located or distant 
collaboration. CSCW has often considered the platform, i.e., the place where data about 
collaboration is stored, as a neutral actor without own agency or agenda. This picture has 
however changed drastically with the recent emergence of digital labor platforms and data-
driven business models. Digital labor platforms move the focus from collaborating actors 
to platform owners, from supporting collaboration to trading collaboration as commodity. In 
this paper, I attempt to describe this development from a CSCW perspective. I propose a 
way to re-frame existing knowledge to fit into the new paradigm of collaboration as 
commodity. I propose to use research from neighboring fields such as information systems 
to increase our impact as CSCW researchers. Finally, I discuss several research questions 
for CSCW. This is work in progress. 

Introduction 
My aim in this paper is to raise a discussion about the role of CSCW in the new 
landscape of digital labor platforms for the so-called gig  or on-demand economies 
(Choudary, 2018; Frenken & Schor, 2017). Digital labor platforms –
interchangeably called platforms in the rest of this paper –are IT-based online 
services that create a market for labor and facilitate its trade online. These platforms 
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allow individual consumers and workers to find each other, and to buy and sell 
labor. Some of these platforms have become global powerhouses –Uber, Lyft, 
Amazon Mechanical Turk, UpWork etc. –and connect tens of millions of 
consumers and workers across continents. Several such platforms support mainly 
online work –e.g. Amazon Mechanical Turk –while others combine online and 
physical offline collaboration –e.g. Uber. Increasingly new types of labor are 
transformed into on-demand models supported by digital labor platforms. Between 
9% and 13% of the population in several European countries report being frequent 
platform workers (Huws, Spencer, & Joyce, 2016). 
   So-called "platform models" (Tiwana, 2013) have attracted considerable 
attention among researchers in the fields of information systems and management 
(Constantinides, Henfridsson, & Parker, 2018; de Reuver, Sørensen, & Basole, 
2018). Numerous CSCW researchers have also studied these platforms and their 
users under terms such as micro-task (Gupta, Martin, Hanrahan, & O’Neill, 2014), 
crowdsourcing (Gray, Suri, Ali, & Kulkarni, 2016), and on-demand or labor 
platforms (Harmon & Silberman, 2018). Such studies have shed valuable light on 
how users perceive and use digital labor platforms.  
   CSCW research has resulted in debate about current global labor platforms and 
the way users –in particular workers –are treated by such platforms. CSCW 
research often addresses the interactions among platform users, while some 
emerging studies also look at the interaction between platform users and owners, 
such as (Glöss, McGregor, & Brown, 2016; Harmon & Silberman, 2018; Kittur et 
al., 2013). Overarching models and theories to study and debate platform 
ecosystems –in particular, the interactions between platform owners and users –are 
so far less emphasized in CSCW research. Therefore, design implications that result 
from mainstream CSCW research often do not question the fundamental 
governance mechanism and business models inherent in current platforms. 
   At the same time, CSCW researchers are in an excellent position to impact the 
design and evolution of labor platforms based on our focus and understanding of 
how users perceive and use digital labor platforms. Impact based on a knowledge 
of users needs to be systematic and result in practical advice and design 
considerations if they are to be used by platform owners. Such an impact does not 
need to contradict the interests of platform owners. Examples of costly legal and 
reputational battles that global labor platforms are currently fighting are abundant 
(Rodes, 2017; Semuels, 2018). A CSCW research agenda taking into consideration 
the whole ecosystem of digital labor platforms can make itself relevant not only for 
user representatives –such as labor unions –but also for platform owners who 
struggle with a poor reputation and associated costs due to poor design choices and 
governance models. 
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Digital labor platforms represent a fundamental transition for CSCW research. 
This transition is illustrated in Figure 1. Conventional CSCW (shown in the left 
side of the figure) focuses on interactions among collaborators and has generated a 
multitude of theories to explain and digitally support such interactions. Data about 
collaboration has always been central in CSCW –awareness data, context data, 
coordination data, etc. Historically, the system administrator – “sysadmin” –was a 
taken for granted agent who administered a “server” where this data was stored and 
accessed by collaborators and their tools. Sysadmin was often regarded as an actor 
without any political agenda, and his/her role has seldom been a subject of CSCW 
research. Employers, who on the other hand might have a political agenda –e.g. 
maximizing profit –have neither been the focus of mainstream CSCW research but 
their relationship with employees has been studied by e.g. participatory design 
researchers (Bratteteig & Wagner, 2016). 

Fast-forward to the new landscape of online platforms, and we have a scenario 
where a digital labor platform has replaced the server, and the employer and the 
sysadmin have taken on a new join role as the platform owner (shown to the right 
side of Figure 1). In this new scenario, the collaboration between collaborators is 
transformed into a transaction –or a series of transactions –between a worker and a 
consumer of labor. Seen from the platform owner’s perspective, collaboration in 
the conventional CSCW sense –and its outcome –constitutes a commodity that can 
be traded. To facilitate its trade, collaboration needs to be simplified and 
standardized. The details of the interactions between consumers and workers –
which have traditionally been the core area for CSCW researchers –are of interest 
to the platform owner as far as these details can contribute to generating revenues 
for the platform. Platform owners –through their governance models as we will 
discuss later –restrict and guide these interactions with the aim of increasing 
platform revenues. 

My argument in this paper is that CSCW researchers need to pay closer attention 
to this transition from “server” to “platform,” and the complex ecosystem that has 

Figure 1: How platforms change the balance from collaborators to platform owners. 



 4 

emerged among platform owners, workers and consumers. So far, most CSCW 
research on labor platforms, micro-task platforms, crowdsourcing, etc., has been 
concerned with how collaboration is done among workers and consumers, e.g. 
(Glöss et al., 2016; Kittur et al., 2013; Raval & Dourish, 2016). Additionally, 
CSCW researchers have recently created a research agenda promoting a 
quantitative view of collaboration. We see emerging studies that abstract away 
from the collaboration itself and look at its macro aspects. For instance, Hata et al. 
(Hata, Krishna, Li, & Bernstein, 2017) investigated long term worker fatigue and 
its effect on the quality of results among large groups of Amazon Mechanical Turk 
workers. Ahmed and Fuge (Ahmed & Fuge, 2017) used algorithms to discover and 
select high-quality ideas from mass online collaboration. De Boer and Bernstein 
(de Boer & Bernstein, 2017) used statistical models to identify well-performing 
crowd processes given a business objective. I believe this strand of research fails 
to build on the strength of CSCW in studying details of work practices. On the other 
hand, there is some emerging research that questions the relationship and the (lack 
of) collaboration between platform owners and platform users (Gupta et al., 2014). 
A coherent research agenda can increase CSCW’s impact on how digital labor 
platforms are developed and evolve. 

In the rest of this paper, I will first introduce some background on collaboration 
as commodity, and two concepts from information systems literature, i.e., platform 
governance models and boundary resources, that in my view can help structure 
existing research in a new light. I will then in the discussion section try to propose 
a set of research questions for CSCW researchers who investigate digital labor 
platforms. 

Theoretical Background 
In this section, I give a short overview of how I believe the traditional view of 

collaboration developed in CSCW has been commoditized in digital labor 
platforms. I then discuss how platform owners facilitate this commoditization, 
mainly through their governance models. I conclude with a short description of 
platform boundary resources as one way to structure future research and impact. 

CSCW research during the last decades has played a central role in the 
emergence of today's digital labor platforms. CSCW, through its rigorous studies 
of work practices, succeeded in creating an understanding, and partly codifying 
collaboration into various theories (Schmidt & Bannon, 2013). CSCW researchers 
created knowledge about collaboration, and how it can be supported across time 
and space using IT-based tools. Distributed coordination mechanisms were 
demonstrated in tools such as Ariadne (Simone & Divitini, 1998) and later made 
commercially available –albeit in modified versions –in workflow tools. Elements 
from the speech act theory (Medina‐Mora, Winograd, Flores, & Flores, 1993) were 
incorporated in commercial messaging systems. Various systems were developed 
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to support situated action based on, e.g. awareness (Dourish & Bellotti, 1992; 
Gross, 2013) and so on. These experiments resulted in products and features that 
we take for granted today: Awareness information about our friends and colleagues 
is now everywhere (sometimes also too much of it!); various systems implement 
more or less flexible workflows guiding (or forcing) us to get the work done. 

This understanding and codification of collaboration into theories and digital 
tools was a prerequisite for a full digitalization of collaboration in the form of 
platforms. An early prototype, the BSCW system (Bentley, Horstmann, & Trevor, 
1997) is an illustrative example of how two basic concepts originating from CSCW, 
i.e., common information spaces (Bannon & Bødker, 1997) and awareness 
mechanisms (Dourish & Bellotti, 1992) were used to support any document-based 
collaboration across time and space and without any physical contact among 
collaborators. The ability to cross the boundaries of time, space and organizations 
–partly fueled by research from CSCW –has enabled platforms to go from being 
internal and isolated tools for individual organizations to become open platforms 
for global industries (Gawer, 2014). They have created a vocabulary known to a 
global workforce. Everybody knows now what an “Uber”, a “Google doc” or 
“retweets” or “likes” or “feed updates” etc. are1. 

Standardization often goes together with commoditization. Commodity was 
discussed and defined by Marx: “Hence, commodities are first of all simply to be 
considered as values, independent of their exchange-relationship or from the form, 
in which they appear as exchange-values” (Marx, 1867). Wikipedia defines 
commodity as "an economic good or service that has full or substantial fungibility: 
that is, the market treats instances of the good as equivalent or nearly so with no 
regard to who produced them." In this extremely short review of definitions, three 
properties of a commodity appear to be central. First, commodities are created to 
be exchanged, so they need to be packaged. Second, commodities have values, so 
that they can be traded. Third, commodities are fungible, so a commodity from one 
source can be replaced by one from another.  But can such an intellectually loaded 
activity such as collaboration become commoditized? My answer is yes. Platforms 
commoditize collaboration along at least two lines. First, they standardize 
collaboration by simplifying it and eliminating its contextual dependencies –i.e., 
packaging collaboration as goods. Second, they use various mechanisms to create 
and grow a market for trading “packaged collaboration.” I will shortly discuss each 
of these aspects. 

Standardization and packaging of collaboration 

A growing number of publications in CSCW and HCI already show us how 
platforms are simplifying and decontextualizing collaboration. The extreme 
                                                 
1 This standardization is helped by the fact that CSCW often tends to be agnostic about who is collaborating 
with whom, and focuses instead on their actions and “embodiment” in a virtual world. 
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examples come from micro-task platforms such as Amazon Mechanical Turk. 
Micro-task platforms, as the name suggests, break down the tasks into small pieces: 
"Turkers (termed ‘Providers’ by AMT) are the users completing the [Human 
Intelligence Tasks], which typically take seconds or minutes paid at a few cents at 
a time" (Martin, Hanrahan, O’Neill, & Gupta, 2014). This breaking down of tasks 
helps eliminate the need for specialized skills: "Such simple, small-scale work has 
engendered low-pay, piece rate reward structures, in part due to the perception that 
workers are homogenous and unskilled" (Kittur et al., 2013). Kittur et al. also argue 
that crowdsourcing platforms fail to support more –intellectually –complex tasks 
and workflows: "The current model is... insufficient to support the complexity, 
creativity, and skills that are needed for many kinds of professional work that take 
place today. Nor can it drive factors that will lead to increased worker satisfaction, 
such as improved pay, skill development, and complex work structures" (ibid, p. 
1303). 

In addition to breaking down and simplifying tasks –thereby increasing 
fungibility and facilitating trade –platforms replace the need for local skills and 
knowledge with less specialized or completely new standardized skills –often in 
favor of consumers. A much-discussed example is the new skills of “emotional 
labor” (Raval & Dourish, 2016) that are increasingly required from platform 
workers. Uber drivers, for instance, are not anymore required to have “the 
knowledge” –of all the local streets and addresses –but use GPS guides and instead 
engage in standardized emotional labor: "skills of engaging with passengers shape 
the self- image of the Uber driver" (Glöss et al., 2016, p. 1637). In this way, 
standardized packages of exchangeable labor are created that allow platforms to be 
deployed in different settings and cultures without the need for any specialized or 
local knowledge.  

Marketplace mechanisms 

Once the collaboration is “packaged”, it needs to be sold. So, there is a need for 
a marketplace. Labor platforms do not only standardize and support collaboration 

Figure 2: Mechanisms used by digital labor platforms to create and grow a marketplace for collaboration 
(Choudary, 2018). 
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between consumers and workers. They also use several mechanisms to create and 
grow a marketplace for collaboration. Some of the mechanisms that operate in such 
a marketplace are excellently described by Choudary (Choudary, 2018) and shown 
in Figure 2. The core interaction –the large central box in the figure—depicts the 
support for collaboration between consumer and worker –what has traditionally 
been of interest for CSCW. The boxes surrounding the core interaction are the 
mechanisms often implemented by platform owners to grow the marketplace. 

The top row of mechanisms is aimed at attracting and retaining collaborators. 
Digital labor platforms –as many two-sided economies –create network effects to 
attract new users. For instance, the more workers with a good reputation you have 
on your platform, the more consumers and workers will want to use the platform. 
Platforms also use incentive systems to attract new users. Many labor platforms 
subsidize consumers at the expense of workers because consumers who are willing 
to pay will bring new workers to the platform. Platforms use various mechanisms 
to make it difficult for users to move to other platforms or operate on multiple 
platforms (multihoming). For instance, building a reputation through e.g. star 
ratings (Wilson & Paoli, 2018) is a demanding task for workers. Platforms often 
take ownership of a worker’s star ratings and make it impossible to move reputation 
to other platforms if a worker wanted to do so. 

The bottom row in Figure 2 depicts activities that are used to alter the core 
interaction in order to grow the platform. These are activities that have greatest 
impact on the core interaction and thereby of high relevance for CSCW. Reducing 
transaction costs is done partly by simplifying tasks as discussed above. 
Additionally, platforms use automated matchmaking, with the consequence that 
collaborators on a labor platform rarely know or see each other: "the task creator 
[in Amazon Mechanical Turk] has no way of knowing if the task worker is male or 
female, young or old, religious or atheist, etc." (Gray et al., 2016, p. 134). 
Researchers have shown that there is an asymmetry in access to information in 
platforms. Normally, users know very little about each other, and platform owners 
know much more about users: "[Amazon Mechanical Turk] is something of a 'black 
box.' That is, while Amazon does publish their terms and conditions, little 
information is released about how these policies are specifically realised " (Gupta 
et al., 2014). This lack of transparency can often result in decreased quality in the 
collaboration between workers and consumers (Kittur et al., 2013). The use of data-
driven algorithms is pointed out as a contributor to information asymmetry and 
imbalance of power between Uber and its drivers (Rosenblat & Stark, 2016). 
Reputation systems, such as star ratings, intend to control the quality of the 
provided services but can do the opposite because of the sanctions posed on 
platform users that strongly affect the interactions among them: "The drivers are 
scared of the customers but also the customers are scared of the drivers" (Glöss et 
al., 2016, p. 1635). Through automated matchmaking and global competition, 
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platforms also try to exploit fungibility and bring the price of labor to a minimum 
(Martin et al., 2014). 

Co-creating platform governance models 

Standardization, simplification, and packaging of interactions, and the 
additional activities of creating a marketplace for labor are not done in a vacuum. 
They are often parts of orchestrated activities to increase revenue and market share 
for platform owners. These activities are often aimed at creating so-called platform 
governance models. The way a platform uses labor standardization, subsidies, 
network mechanisms etc., as discussed above, constitutes that platform’s 
governance model. Governance models “would let platforms control interactions 
between multiple stakeholders without jeopardizing their incentives for value-
creation” (Constantinides et al., 2018, p. 383). Platform governance models have 
emerged as a major research topic in the information systems research field. Most 
research on platform governance models takes the perspective of the platform 
owner (Schreieck, Wiesche, & Krcmar, 2016). However, as I hope I have 
demonstrated above, the impact of governance models on collaboration, and 
therefore on CSCW, can be very real. 

Platform governance models can be an instrument for CSCW researchers to 
increase our impact. Governance models have the advantage of taking an 
ecosystem perspective and avoid focusing on only one or a few actors. Emerging 
research in information systems shows how governance models can be co-created, 
as pointed out by Schreieck et al.: “Including the complementors and end-users into 
the analysis, will also allow to discuss a bottom-up approach in the design and 
governance instead of interpreting it as a top-down approach only” (2016).  By 
leveraging CSCW research on work practices, we increase the chance of 
influencing the design and evolution of governance models. We have argued 
elsewhere (Paper submitted to ECSCW 2019) how governance models can be co-
created by using IT-based boundary resources that platform owners implement in 
order to enable interactions with their platforms (Ghazawneh & Henfridsson, 
2013). The model of platform boundary resources can be useful for CSCW research 
because of several reasons. First, as shown in the literature, e.g. (Eaton, Elaluf-
Calderwood, Sorensen, & Yoo, 2015; Islind, Lindroth, Snis, & Sørensen, 2016), it 
gives us an analytical tool to connect digital workplace studies to the study of 
platform governance models. In this way, it creates a bridge for dialog and a point 
of impact for CSCW. Second, CSCW researchers are already familiar with the 
concept of boundary resources (Leigh Star, 2010). This knowledge can be used to 
make efficient use of the model and create better and fairer platform designs. 
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Discussion 
In this paper, I have aimed to demonstrate how digital labor platforms build on 

the notion of collaboration as commodity, and how platform governance models 
are used to simplify, standardize, package and trade collaboration as commodities 
in a marketplace. I have argued that CSCW needs to reconsider its impact on how 
these platforms are developed. CSCW research on digital labor platforms, in order 
to have lasting impact, needs to construct new, viable –bottom-up-driven –
alternatives to existing platform governance models. This implies addressing 
several research questions that I aim to emphasize in this discussion section. 

In dealing with the emerging landscape of digital labor platforms, CSCW 
researchers have done what they are good at, i.e., studying how people use these 
digital tools to cooperate. Digital workplace studies have provided us with crucial 
knowledge about users’ interactions with, and opinions of, platforms. Although 
such digital workplace studies are important, CSCW researchers also need to focus 
on the whole ecosystem of stakeholders and not only workers. Finding a balance 
between the values held by workers, consumers and platform owners can result in 
increased impact. This impact is sorely needed in order to redirect the development 
of platforms and include more of the needs and preferences of the users. 

A fundamental first research stream is needed in order to understand the 
consequences of packaging and decontextualizing collaboration. At the core of 
CSCW is the fact that collaboration is local and contextual (Suchman, 1987). The 
research question is “What are the consequences of packaging and 
decontextualization of labor for workers and consumers?” We already see 
emerging research looking into the challenges that simplification of labor 
introduces both for workers, in terms of workplace quality, and for consumers, in 
terms of the quality of the results they get (Kittur et al., 2013). It is important to 
demonstrate through research how workers and consumers are affected –positively 
or negatively by platforms. 

Second, we need to look at how commoditization activities –subsidizing, 
increasing multihoming costs, etc., as discussed above –impact collaboration and 
its results. Our well-established theories about IT-based collaboration might be 
affected by the fact that a new –and strong –agent, i.e. the platform owner, has 
entered the stage and is willing to impose changes on how we collaborate. An 
important research question might then be: “How do platform owners and their 
governance models affect collaboration among consumers and workers? And what 
is the impact on the quality of the results?” Several referenced studies in this paper 
try to answer this question. We need to further look into what commoditization of 
collaboration means, i.e., when buying and selling collaboration becomes the main 
focus –instead of how collaboration is done –how will that affect our research? A 
research stream might be to investigate: “What is the perceived business value of 
collaboration for its beneficiaries?” 
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Third, we need to start addressing a new set of research questions regarding the 
collaboration between platform owners and platform users. We already know 
something from existing research about the nature of this collaboration. But in 
general, most CSCW research is about users only, as most IS research is about 
platform owners only. We need to continue generating more knowledge in order to 
be able to address the research question: “How does the collaboration between 
platform owners and platform users happen? What are the underlying values for 
each collaborating party? And how can the goals of this type of collaboration be 
achieved?” Moreover, we need to know how this collaboration can be supported 
digitally. Therefore, another research question for CSCW should be: “How do we 
make collaboration happen between platform owners and users? What arenas –
digital or offline –do we need for this type of collaboration?” One particular area 
in need of research is how we can replace off-line arenas for discussing working 
conditions and wages with online arenas, as noted by Glöss et al.: " [Amazon 
Mechanical Turk] and Airbnb return labour issues to relevance, since the apps are 
involved in payment income, rates, productivity and conditions of the work being 
completed through them" (Glöss et al., 2016). 

A more fundamental question in my view is related to platform governance 
models. As CSCW researchers, we need to know more about these models and find 
ways of influencing them with our knowledge. Our knowledge needs to be 
combined with other types of knowledge from management, economics, market 
regulation, labor unions, etc. A better workplace for workers cannot be created if it 
is not economically viable for the platform owner, if it is not manageable, or if it is 
not regulated by laws. So, the research question to address is: “How can CSCW 
researchers, together with researchers from other disciplines, help co-create digital 
labor platform governance models that are fair?” 

Conclusions 
In this paper, I have discussed the role of CSCW in the landscape of digital labor 
platforms. My argument has been that CSCW needs to pay more attention to the 
underlying governance models of these platforms. I have argued that we need to 
have new models and tools that allow us to co-create these governance models. I 
use the model of Platform boundary resources as an example of how such co-
creation can be done practically2.  
 Our future research in this direction includes a thorough analysis of existing 
CSCW and HCI research with the lenses of governance models. One goal is to 
construct design guidelines for boundary resources based on our knowledge 

                                                 
2 See also our case study of small-scale platform co-creation, to be presented at ECSCW 2019: Farshchian, 

B.A., Thomassen, H.E. (2019 forthcoming): Co-creating platform governance models using boundary 
resources: A case study from dementia care services. 
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contained in workplace studies. Such guidelines can be used as a tool for dialog 
among the different stakeholders in the digital labor ecosystems.  
 Confronted with the global reach and market size of some of the largest global 
labor platforms, it is easy to doubt that our research can have an impact on platform 
governance models. My view is that CSCW has a lot to offer and can act as a force 
for creating alternative realities in the field of platform governance models. Such 
alternative realities have a big chance of being both fair and sustainable at the same 
time, and in this way create our future global labor platform models. 
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Abstract. While feedback, by experts or peers, is found to have positive effects on
crowdsourcing work, it is a costly approach as more people or time is involved in order to
provide feedback. This paper explores an automatic feedback display called AuDi for
crowdsourcing. AuDi shows the worker’s accuracy rate, which is automatically calculated
with the use of an accuracy algorithm, by changing the background color of the task page.
We conducted an experimental study with AuDi in the field, and employed both
quantitative and qualitative methods for data collection and analysis. Our study shows
that, without introducing new cost, such an auto-feedback display is well received by our
participants, gives them assurance and more confidence, and also positively contributes
to work performance by pushing them to study more and understand better the task
requirements.

1 Introduction

Work performance – particularly in terms of quality output, and work experience
are common concerns for crowdsourcing. Many factors could lead to quality issues
in crowdsourcing, including unqualified workers (Rzeszotarski and Kittur, 2011;
Gadiraju et al., 2015), misunderstanding of requirements (McInnis et al., 2016;
Kulkarni et al., 2012; Ipeirotis et al., 2010), and so on. A variety of quality control
mechanisms have been explored, such as redundancy and majority voting
(Callison-Burch, 2009; Franklin et al., 2011), adding test questions to obtain



accuracy of the workers’ answer (Liu et al., 2012), using algorithms to infer the
true answer such as Bayesian theory or Expectation Maximization (Liu et al.,
2012; Ipeirotis et al., 2010) and etc. Some platforms such as AMT simply reject
unqualified work after all the tasks are completed, which, however, causes a series
of negative effects on workers’ experience (McInnis et al., 2016).

In recent years, feedback as a way to enhance crowd work experience and
improve quality output has been investigated (McInnis et al., 2016; Dow et al.,
2012). Research has shown positive effects of feedback for crowd work. For
instance, a study employing self-assessment and expert reviews as feedback
illustrates that, "timely, task-specific feedback helps crowd workers earn,
persevere, and produce better results" (Dow et al., 2012). While generally positive,
however, most of these are based on personal feedback, which may cause an
increase of cost as it relies on more people to spend time on giving feedback.

In this paper, we are investigating an approach which provides automatic
feedback to the crowd workers in a timely fashion. More specifically, an accuracy
algorithm, based on an accuracy calculation method (Feng et al., 2014), is
employed and its accuracy result is shown as the background color of the task page
in real time as an ambient feedback display. We refer to this ambient automatic
feedback display as AuDi in this paper.

With the study, we found that AuDi was positively perceived and well taken
into their crowd work. Both qualitative and quantitative results show that AuDi
enables participants to know better of their own performance, feel more in control,
and enhance their confidence.

2 Related Work

2.1 Quality Control in Crowdsourcing

Crowdsourcing relies on workers’ good performance to produce high-quality
output. However, since workers involved are from different countries, with
different ages and educational levels, their subjective awareness and background
knowledge would inevitably affect their understanding and interpretation of task
requirements(Ross et al., 2010; Martin et al., 2014; Gadiraju et al., 2015; Ipeirotis
et al., 2010). In consequence, the output quality is barely satisfactory, leading
quality evaluation and control to be big issues in crowdsourcing (Kittur et al.,
2013).

Many algorithms are proposed to measure the quality of submitted answers.
The most common method is redundancy and majority voting, in which the answer
given by the majority workers is taken as the correct answer (Callison-Burch, 2009;
Franklin et al., 2011; Kulkarni et al., 2012; Little et al., 2010). Further, redundancy
can not only be used to determine the correct answer but also help to evaluate the
accuracy of each worker (Ipeirotis et al., 2010).

Some research has applied workers’ accuracy to the estimation of the results,
by integrating workers’ answers and their accuracy to infer the correct answer. For
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example, one strategy is based on the Expectation Maximization (EM) algorithm,
which calculates workers’ accuracy by using the confusion matrix (Ipeirotis et al.,
2010). This method obtains high-quality results but is at the expense of long
inference time.

Besides these underlying quality control algorithms, mechanisms are also
explored to change the workflow as a way to enhance work performance for
quality output. For instance, Wiseman et al. experimented with inserting an
additional check stage, however, their results showed that this would not reduce the
error rate, because only a check stage does not make people bother to check their
answers (Wiseman et al., 2013). Sandy J. J. Gould et al. studied the effect of a
lockout in a data-entry task, and similarly the research shows that the lockout
mechanism does work in a laboratory setting, but not in the field where people will
do other tasks during the lockout period, making lockouts no longer effective
(Gould et al., 2016).

2.2 Work Experience in Crowdsourcing

In recent years, not simply quality output, but the quality of work experience has
also become a concern for crowd work. As mentioned, rejecting unqualified work
is commonly adopted for quality control, however, work is usually rejected by the
requester without giving reasons. This is problematic since payment is the primary
motivation of workers (Janine, 2016; Brewer et al., 2016). Past research showed
that many workers reported not being paid for adequately completed tasks
(McInnis et al., 2016; Irani and Silberman, 2013). Users express their concern
about submitting unqualified work, and they are also worried that they may not
understand the task which would lead to the failure to get the pay (Mao et al.,
2013). This also leads to general feelings of unfairness around rejection, since the
requester can get access to all the information about the user, while the users know
nothing about their performance and the job criteria (McInnis et al., 2016).

To improve crowd work performance and experience, some particularly focus
on providing feedback in real time. For example, Dow et al. (Dow et al., 2012)
studied different feedback mechanisms, including peer review, expert review and
self-assessment, and found that both self-assessment and feedback from outside
will significantly increase the work quality. Concerned with risks in user experience
caused by reasons such as unclear evaluation criteria, Brian McInnis et al. (McInnis
et al., 2016) suggested automated feedback, which will enable the user to know their
performance in time, so it can help build trust between the users and requesters,
protect honest users from honest error, and meanwhile punish bad actors.

3 Method

Our study was based on a crowdsourcing platform named ZhongYan, which was set
up by our lab for crowd work research projects. For the study, we carefully chose
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Figure 1. An example of the tasks. Figure 2. An example for the experimental
interface.

and designed crowd task, accuracy algorithm, feedback display format, as well as
the experiments, which we will elaborate below.

3.1 Task

A set of text annotation tasks from a real-world project was chosen for our study.
For each task, workers are shown one question along with one answer and their job
is to determine whether the correct answer appears in the answer text by choosing
"yes" or "no" on the task page. We chose it because it was representative of typical
crowd task, and was of medium difficulty, which means some may come across a
question beyond his or her knowledge, yet he or she can get over this by making
extra efforts, for example, Googling. Figure 1 shows an example of the task. In the
experiment, every participant was asked to finish about 250 tasks.

3.2 Accuracy Algorithm

For accuracy algorithm, we chose and adapted a quality evaluation algorithm of
crowd work proposed by J. Feng et al. (Feng et al., 2014). It is based on Majority
Vote (MV), a very popular method to infer the final results in crowdsourcing, and
further improves the inference results by considering the different qualities for each
worker. This method was chosen because it can achieve a good balance between
calculation accuracy and response time compared to other methods (Raykar et al.,
2010; Ipeirotis et al., 2010), as it uses an incremental rather than iterative strategy
to update the workers’ quality. Two models are used in this incremental algorithm.
One is the worker model and the other is the question model. The worker model is a
quadruple and each element in the quadruple is presented as cij(i means the answer
given by the worker and j means the true answer to the question).[

c00 c01
c10 c11

]

And the accuracy rate of each worker is calculated as:

acc =
c00 + c11

c00 + c01 + c10 + c11
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While the question model is presented as a tuple (pi, 1-pi) in which pi is the
probability that the true answer to the question is the first choice. And if pi >
1- pi, it takes the first choice as the true answer. We build the worker model for
each worker to compute the accuracy of the worker and build the question model
for each question to infer its result. Each time a worker submits his/her answer we
will incrementally update the question model, and the worker model will be updated
when we decide the answer to the question in order to acquire the worker’s accuracy
timely. For our experiments in particular, we used twenty test questions with which
we know the correct answers to initialize the worker model of each worker. When
it comes to the official questions which lack the correct answers, we compute the
question model for each question in order to infer the correct answer combining the
submitted answer and the submitter’ accuracy computed by his worker model. And
we updated each worker’s worker model according to the calculated result in order
to compute the worker’s accuracy timely.

3.3 The Auto-Feedback Display

We decided to show the accuracy information in an ambient form (Mankoff et al.,
2003), as it is suitable for persuasion without obtrusion. More so, as representing
feedback via color of surrounding area is found to be easier to process and use in
goal-striving processes than factual feedback (Ham and Midden, 2010), we
decided to use the background color of the task page as a way to show the accuracy
information.

As such, we implemented a display schema altering background color of the
task page based on accuracy. The color schema is inspired from traffic lights, with
red standing for dangerous status, yellow for warning and green for safety. Every
time a worker submits his or her answer, the website will change its background
color according to the newly calculated accuracy rate while loading the task page.

Through a pilot study on the tasks, we correspond the color schema with an
accuracy range from 75% to 100%, so that participants could easily see the change
of color while working on the tasks. That is, the accuracy rate of 75% corresponds
to the reddest color, and the accuracy rate of 100% corresponds to the greenest. For
the sake of convenience, this color schema was shown as a bar on the task page,
shown in Figure 2 to help people understand the meaning of the background color.

We chose an accuracy rate of 80% as the acceptance rate for the task. To
simulate the real world situation, the participants were told that only those who
completed all tasks with an accuracy rate over 80% would earn 50 RMB,
otherwise, they would not get paid. Besides, they were also told that they could
terminate the experiment anytime they want but only those who finish it in the
scheduled time would get paid. After the end of the experiment, however, all got
paid as a compensation for their participation in the study.
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3.4 Experiment

A total of 50 participants were recruited for the study. These participants were
evenly divided into control group and experiment group. Some participants did not
show up during our experiments, so at last, there were 22 participants in the control
group, 22 in experiment group. We gave participants two days to complete all the
tasks, so they could choose any time they like and pause whenever they want, as a
way to simulate the real world situation.

Workers in the control groups did not have any feedback - that is, the web
background color stayed white (Figure 1), while workers in the experiment group
was provided with our automatically calculated accuracy rate as feedback as
mentioned above (Figure 2). Participants in the experiment groups were informed
of the basic idea of accuracy algorithm in use, and the feedback display. To make it
closer to a real-world project, we adopted a redundancy of 5. That is, we divided
workers in the experiment groups to subgroups of 5 to calculate accuracy rate
within each subgroup. The back-end of the platform recorded each participant’s
answers and work time for later analysis.

After they finished the project, all workers were assigned an online
questionnaire the minute they finished the project to report their self-assessment
and personal experience. Participants in the experiment groups were also asked to
answer questions about their experience regarding the feedback display while the
control groups didn’t need to. Almost all the questions of the questionnaire were
given in Likert 5-point, except for one question asking participants to write their
expected accuracy. Questions covered concentration, confidence, expected
accuracy, perseverance and so on, and these data would be for quantitative
analysis.

We also conducted interviews with the experiment groups. We recruited 10
interviewees before the experiment started and sought out one more who quit after
doing 14 tasks after the experiment. Detail information of these interviewees are
listed in Table I ( ’P’ denotes the participants).

ID Accuracy Rate(%) ID Accuracy Rate(%)
P1 86.7 P2 93.3
P3 92.6 P4 89.8
P5 88.8 P6 87.0
P7 88.8 P8 91.9
P9 93.0 P10 90.2

P11 78.6

Table I. Interviewees’ Information.

All the interviews were conducted online through text chat. Each interview
lasted about 30 minutes, in which each interviewee reported their experiences
about the feedback display and any trouble they came across during the
experiment. During our interviews, our questions mainly focused on how they felt
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about the feedback display, whether it accorded with their own estimation, how
they were possibly influenced by the feedback display, and whether they liked to
have the display or not, and why.

3.5 Data Analysis

For quantitative analysis, we collected data from the back-end of the platform and
calculated drop out rate, pass rate and accuracy rate. Specifically, we calculated
mean, median and standard deviation of these measures for comparison.
Meanwhile, we collected results from the questionnaire regarding their estimated
accuracy, their confidence level, and so on. For qualitative analysis, we went
through the interview data, and identified themes emerged from it. We paid
particular attention to those themes that are related to the quantitative results we
found from the analysis.

4 Results

Overall, almost all our participants from the experiment groups perceived the
feedback provided by AuDi as well reflected their performance, and would all
preferred to have it for their crowd work. They further reported that the feedback
display had positively influenced their performance and experience, e.g. the red
color made them pause for thought and the green color encouraged them to
continue. In this way, participants adjusted their work pace accordingly. Below, we
will present our results of how people perceived the feedback provided by AuDi,
and how AuDi had effects on their performance and experience of doing crowd
work.

Group Completed Dropped out Total
Experiment Group 19 3 22

Control Group 21 1 22
Total 40 4 44

Table II. Drop Out Rate.

Group Passed Failed Total
Experiment Group 19 0 19

Control Group 20 1 21
Total 39 1 40

Table III. Pass Rate.
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Figure 3. Accuracy Rate. Figure 4. Difference between Self-Estimated and
Real Performance.

4.1 Feedback Accuracy and Acceptability

As for the accuracy of the feedback itself, our data shows that participants took the
feedback provided by AuDi as largely reliable and quite acceptable. According to
the results from the questionnaire, the majority of participants considered the
feedback was consistent with their own estimations. Specifically, 26.83% chose
level 3, 51.22% level 4, and 9.76% level 5. Our interview data further shows that
they considered the feedback was in an acceptable range. For example, P8
commented:

"Since 100% reliability is unrealistic, I just need feedback stable
enough to help me develop a general sense of direction. I mean, the
more information provided, the more helpful."

4.2 Effects on Work Performance

Overall, we found the experiment groups performed better and more stably (with
less fluctuation of accuracy rate) than the control groups (control group SD1=0.048,
experiment group SD2=0.029). As shown in Table III, the only one who completed
the experiment but did not meet the accuracy rate bar (80%) was from the control
group. In addition, Figure 3 shows that the median accuracy rate of the experiment
group is higher than the control groups (M1=0.891, M2=0.898). Besides, it also
shows that the only outlier was from the control group: it was 0.748.

Our interview analysis further suggests that the performance difference
between experiment and control groups had something to do with the different
levels of understanding of the task requirement, with or without AuDi. Many of
our participants reported that they did not understand what they were asked to do,
although the description and requirement of the task had been given before the
experiment, and few people would bother to read the long description of
requirements carefully before the task. The use of AuDi pushed participants to
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reread the requirement descriptions when they got relatively negative feedback,
which, to an extent, enhanced their understanding and so was their performance.

In our interviews, participants from the experiment group reported how AuDi
helped them to learn and grasp the knack to solve the task in practice. P3 described
to us:

"At first, I did not figure out the true requirement of this task.
However, the screen changed red abruptly after I gave the wrong
answers. Then, I read the question and text again, and finally
understood the goal of the task. It had gone well since then."

P8 described how he adjusted his ways of doing task according to the timely
feedback:

"There was a time when the color suddenly turned red. This made
me realize that my method might be wrong. Then I gradually adjusted
my methods according to the variation trend of background color. After
several attempts, I finally got the idea of the task. "

Apparently, the feedback, especially when indicating negative results, did make
participants pause to think and study more.

4.3 Effects on Work Experience

The feedback of AuDi had even more impact on work experience. They reported
how it provided them a way to evaluate their work on their own and adjust
themselves accordingly, making them feel more in control and assured. At the
same time, the change of color also easily evoked emotional responses from them,
helping them to engage with the task or decide to quit eventually.

There is a big difference in participants’ estimation of their own accuracy rate
between the experiment group and the control group. That is, the control group’s
self-estimation was significantly lower: according to the questionnaire data, the
average estimated accuracy rate given by the experiment group is 89.93%, while it
is 79.56% by the control group. After subtracting estimated accuracy rate from the
real accuracy rate, we got Figure 4. From this figure, we noticed that the estimated
rate was more consistent with the real performance in the experiment group than
the control group. As a matter of fact, there were several outliers in the control
groups who unnecessarily considered their performance fairly poor: three between
0.41 and 0.6, and one even at 0.21, while all of these four actually performed far
better. Our interviews also illustrated that with AuDi, the experiment group had
much higher assurance of their performance than the control group. That is, with
real-time feedback, AuDi eliminated their feelings of uncertainty or insecurity to a
great extent. P10 shared her experience:

"There were several questions that I found hard to judge. Without
the feedback, I wouldn’t be able to determine whether I made the right
choice or not."
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In addition, our participants reported that AuDi made them engaged with the
task more. For instance, P1 described:

"The feedback system helped me a lot to assess my work. I find
it provides valuable information for my reference because it somehow
interacts with my own thought and urges me to think about the standard
to determine right or wrong."

More so, the auto-feedback display also evoked emotional responses, further
urging or encouraging workers to find the right direction for doing the work. In our
interviews, some reported that seeing low accuracy rate from the feedback display
put pressure on them and evoked negative feelings such as anxiety or frustration,
which, then, pushed them to work harder in trying and making the right decision so
as to lift up the accuracy rates. One example was from PL:

"The red color made me feel frustrated a little bit and urged me to
make sure the next answer is right to change that situation."

However, interestingly, while they reported negative emotional responses when
seeing negative feedback, they at the same time expressed positive feelings towards
the feedback display. P8 put it this way:

"When I saw it was red on my screen, I kind of felt relieved.
Simply knowing that there was a mechanism detecting my potential
errors made me feel secure and urged me to answer prudently. It’s like
only when you touch the ’bottom’ line, can you learn to climb
upwards easily."

On the other hand, if the color was always green, indicating fairly good work
performance, they would feel more at ease and confident, as expressed by P3:

"When the color was green or buff, I know I am good enough to
get paid, and my worries and anxieties were gone and I would speed up
prudently."

However, for those who couldn’t find the right direction after several trials and
errors, seeing redness all the time also pushed them to quit the project all together.
For example, P11 who quit eventually reported:

"The full-screen redness made my heart uncomfortable. In the
following 5 problems, the screen didn’t turn any greener. I felt that I
couldn’t raise the accuracy rate since the questions were totally
beyond me. So I decided to quit."

Other participants also revealed that they would quit if they saw the red color all
the time. Specifically, when the screen stayed red for several questions, indicating
that the accuracy rate was below 80% , as such they thought that they would never
understand the task requirement, let alone getting paid, so they were thinking of
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quiting. After several tries, the color turned green again, so they decided to continue.
This explains why the drop-out rate is slightly higher in the experiment group than
that of control group, as they were sure they couldn’t meet the requirement. As
Table II shows, 3 participants of experiment group chose to quit, while only 1 in the
control group dropped out at last.

People’s emotional responses may also have something to do with the particular
design of the feedback display. That is, the large area on the screen used to display
color inevitably drew people’s attention and somehow created a sense of immersion,
which made them sensitive to the color change and the color itself. Besides, with the
color schema of traffic lights, the related color did the right work to draw people the
awareness and response, red for urgency and heightened awareness, green for relief
and so on. That is, the color display provided participants with a rough but instant
notion of the accuracy rate, leading to corresponding responses in a straightforward
manner.

5 Discussions

As shown in our findings, AuDi, by automatically providing feedback in real time,
helped engage our participants more and steer them to find the right direction for
accomplishing the tasks, which then led to better performance in the end. At the
same time, it also helped them feel more assured of the work. Overall, the
quantitative and qualitative data analysis shows that the employment of AuDi was
very well perceived by our participants, showing that it helped improve their work
performance as well as work experiences in crowdsourcing.

Our findings of the use of AuDi indicates several advantages of the
auto-feedback approach, compared to other automatic mechanisms, for crowd
work performance and experience.

First, as shown in the data, although this auto-feedback approach does not
explicitly ask or force people to pause and check, seeing the feedback itself,
especially negative feedback, leads participants to actually pause, reread the task
requirement, and put more thoughts and efforts to try to get things right. Compared
to other intervention mechanisms such as inserting check stage (Wiseman et al.,
2013), and introducing lockout (Gould et al., 2016), this auto-feedback mechanism
provides more control and more autonomy to the hands of the workers, for them to
decide on their own to take actions and do adjustments. As such, it was a more
graceful, more humane, and more effective approach to engage workers to do the
work right.

More so, the use of AuDi, while helping inform workers to make changes, does
not introduce new interruptions, and as such largely protects the flow of work, very
important for work performance. Studies show while some intervention
mechanisms do improve work quality, the interventions shall be used cautiously as
it may interrupt and disturb one’s flow of work, and may instead have negative
effects on work performance (Gould et al., 2016; Wiseman et al., 2013; Dai et al.,
2015; Zhang et al., 2018). In general, workers might have difficulty in resuming to
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perform tasks after experiencing an interruption and have to take time to regain
focus (Iqbal and Horvitz, 2007) or suffer more stress and frustration in order to
re-engage in less time (Mark et al., 2008). That is, with inappropriate
interventions, interruption cost incurred in switching attention between tasks and
as such would negatively affect workers’ performance. When AuDi is considered,
by simply providing feedback in the ambient form, without inserting breaks or
lockout, it greatly minimizes the disturbing effects, and their flow of work
protected.

Finally, the use of auto-feedback also appears to potentially relieve the
commonly reported tensions between workers and requesters on crowdsourcing.
Crowd workers are usually regarded as inexhaustible and anonymous labors, and
were managed as such. The criteria of tasks are defined by the requesters and they
have the final say in whether to accept the work and pay for them or not (Irani and
Silberman, 2013). In consequence, workers are at risk of work rejection and have
no reasonable resources to avoid this wage theft (McInnis et al., 2016; Irani and
Silberman, 2013). Andrew Mao et al. investigated the reasons why workers drop
out a crowd work and found out the most important reason is workers worried
about their submitted answers being rejected (Mao et al., 2013). As such, rejecting
their work without any reason or feedback was a commonly complained issue in
crowdsourcing, and caused a lot of tensions between workers and requesters.

As shown in our study, the use of AuDi, by feeding the performance
information back to the workers, not the requesters, quite successfully addressed
workers’ concern about quality. As reported by our participants, AuDi made our
participants more aware of what they were doing in real time, and helped them
make decisions on their own whether to go ahead confidently, pause to find ways
to fix things, or to even quit completely. That is, what matters is not whether their
work is rejected or not, but the reason of why the work is rejected, and AuDi is
certainly helpful in that respect.

6 Limitations and Future Work

Though our study shows very positive results about using AuDi, there are also a
number of limitations of the system and the study. First, the accuracy calculation
method used makes it only work for those tasks with multiple choice questions, and
not other tasks. So for crowd work that does not meet this requirement, AuDi can’t
apply without necessary adaption.

In addition, the particular algorithm might also lead to cold start effect. That is,
AuDi’s feedback is based on comparing submitted answers to the estimated right
answers, so it relies on the already submitted answers to do the estimation. Owing
to that, the first few workers will not get feedback as effective as the later ones do,
as there are no other answers yet. Whether increasing transparency (e.g. displaying
how many submitted answers on which the feedback is based) might be a good
solution to this issues still needs further investigations.
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Besides, there is also accumulated effect with the approach of AuDi. That is,
the accuracy rate and the corresponding background color will change more
dramatically at the beginning. As the number of questions answered grow, the
accuracy rate will not be so greatly affected by one single answer anymore, so the
color change will become less obvious. This effect was noticed and was also
reported by our participants in the study, as they could see more background
change at the beginning but not so much towards the end. To address this issue, we
might divide all questions into multiple subgroups and to initialize the algorithm
every time with each subgroup. But at the same time, people would rely more on
the feedback at the beginning as learning is more actively taken by workers at the
beginning. So it takes further investigations to find out whether the accumulated
effect on the display shall be addressed and how.

7 Conclusions

In this paper, we presented an auto-feedback display called AuDi, as well as an
experimental study to investigate how AuDi might work for crowdsourcing. Our
study shows that people perceived the automatically calculated accuracy feedback
as generally acceptable, and the feedback display itself was helpful for them to
engage with the tasks and perform the work better. More specifically, it helped
raise people’s awareness and leading people to pause for thought and do the work
more carefully when seeing red color, and encouraging them to proceed with more
confidence when seeing green color. Without introducing new cost, AuDi shares
the similar positive effects as personal feedback.

Hata et al.’s study shows that a worker’s long-term performance is quite stable,
as they usually adopt a particular strategy for completing tasks and will continue to
use that strategy without change (Hata et al., 2017). However, as shown in our
study, this is only true when there is no feedback for their work. When feedback is
provided, as the use of AuDi in our case, changes of strategies for better
performance could happen over the process.

*
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Abstract. Many groupware applications use hierarchical file systems, cloud storage or
shared desktop operating system disks to support the cooperative development of shared
artefacts or to share information. In these collaboration scenarios, often file synchronizers
assist users in the data management across multiple devices. They establish consistency
between file systems, even in light of their heterogeneity. However, the development of file
synchronizers is difficult due to the fact that mainstream operating systems were not
primarily built for cooperation or synchronization scenarios. Further, synchronizers need to
address heterogeneity, by translating semantical differences and considering cross-device
and cross-file system incompatibilities. This paper provides an in-depth analysis of six file
system capabilities relevant to shared data synchronizers, such as mapping from
namespace to physically stored objects, supported object types, namespace limitations or
locking mechanisms. For each capability we derive commonalities for a set of selected file
systems and also provide advice for handling incompatibilities. The insights of this work
provide useful concepts and guidance for groupware developers that aim for a better user
experience in synchronization support.

1 Introduction

With the increasing availability, affordability and mobility of computing devices
like laptop computers, smartphones and tablets, working with multiple devices in



both professional and private life has become increasingly common. Users
typically use applications like word processors or other domain-specific tools to
create large parts of their data. The resulting documents are stored on the devices
in a hierarchical file system, which has the role of a persistent database. Many
different collaboration scenarios exist for files, such as users working together on
office documents or file-based databases. To facilitate collaboration and to increase
availability, documents are exchanged, e.g. via e-mail or via central systems, such
as groupware, file servers or ubiquitous cloud storage. However, copying files and
directories between storages causes problems, both for an individual user who
wants to manage her files across these storage systems 1 and for collaborative
multi-user scenarios.

One convenient solution is data synchronization, which has become popular,
also due to the increased availability and affordability of cloud services (Yang et al.,
2016). File synchronizers, as described by Balasubramaniam and Pierce (1998), are
synchronizers whose data is the file system, including its namespace structure and
file contents. In particular, cloud storage-based file synchronizers like Dropbox,
Google Backup and Sync, OneDrive or NextCloud have become popular over the
last ten years, indicated by the high number of their users (Kollmar, 2016; Price,
2017). They are programs that constantly run on a device in the background and
tightly integrate with the file manager, providing a native user experience. They
eliminate friction in file-based workflows because users no longer need to use 3rd
party systems (such as a cloud storage web interface) but can work on the local file
system directly, which avoids manual up- and downloads which cause files to lose
their context (Vonrueden and Prinz, 2007). The offline availability of files improves
navigation and search speed in the file system hierarchy. The native integration
of a cloud synchronizer into the operating system and file manager provides many
advantages. It makes 3rd-party functionality available at the user’s finger-tips, such
as the file manager’s context menu which provides direct access to previous versions
or comments of a file. Synchronizers also provide synchronous awareness (Fuchs
et al., 1995), e.g. by showing native notifications in case new files were created,
opened or locked by other users.

Today a plethora of industrial file synchronizers have emerged2, used by a large
user base. They need to support the file system APIs of all end-user operating
systems they run on, as well as the API of the central file system. Building such
file synchronizers is challenging, for several reasons. This work focuses on the fact
that no two file systems are exactly equal, due to their heterogeneous capabilities.
We use the term capability for a specific characteristic of a file system, such as
namespace limitations or the way object relationships are modeled. Their traits
may be different (heterogeneous) between any two file systems. If the

1 Exemplary, users may fail to locate the correct, up to date version of a document on the right
device. See e.g. Dearman and Pierce (2008); Jokela et al. (2015) for more details.
2 E.g. Dropbox, Google Drive, Microsoft OneDrive, Amazon Drive, Box, NextCloud,
Cloudstore, Resilio, Seafile, SpiderOakOne, LeitzCloud, Tonido, TeamDrive, MyDrive, Strato
HiDrive, or Hubic. See (Wikipedia, 2017a) for a more complete list.
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synchronizer developer ignores or overlooks a capability, this impairs the usability
of the system because of bad side effects that occur during synchronization.
Exemplary, if a developer overlooks that a file may not be named "aux" on
Windows, the Windows implementation will run into unexpected loops or errors
while trying to synchronize such a file, which was synchronized successfully by
the macOS implementation. We have observed several instances of such side
effects in practice in leading industrial synchronizers. The result is either "just" a
divergence of the file systems, or worse, data loss.

We created this work as part of an ongoing endeavor to build a file
synchronizer that overcomes the shortcomings of existing solutions supporting
multi-user collaboration in asynchronous cooperation scenarios. We identify both
homogeneous and heterogeneous capabilities relevant to file synchronizers. We
propose suitable data transformation, where applicable, to avoid data loss. We start
in section 2 where we briefly explain the mechanics of a file synchronizer and
examine the variety of ways how file synchronizers define their file system. Next,
we introduce five representative file systems we examined in section 3. In section 4
we present the detailed analysis of six capabilities. We conclude and present future
work in section 5.

2 Background

Although the synchronization of information is essential for the support of
collaborative work the CSCW research community focused primarily on
researching synchronous synchronization and consistency algorithms such as the
seminal work of Ellis and Gibbs (1989) on operation transformation and
subsequent research by Sun and Ellis (1998); Sun and Sun (2009). On the other
hand the CSCW community indicated the importance of consistent and contextual
information sharing process (Voida et al., 2006). Although relevant for CSCW, file
synchronization has primarily been researched in other domains. The seminal
work by Balasubramaniam and Pierce (1998) describes and coins the term file
synchronizer. We address authors of similar (or more powerful) synchronizers. A
file synchronizer is a program that performs a pair-wise synchronization of two file
system replicas upon the user’s request, breaking synchronization down to a
3-stage process. In the first stage, update detection, the local and remote replicas
are scanned to detect their current state. The list of changes (updates) is computed
by comparing the current state to a locally persisted state from the point of the last
synchronization. The second stage, reconciliation, is given the updates of both
replicas and simulates (in memory) how the final, reconciled file system should
look like which contains the updates of both replicas. The updates are examined
for conflicts for which the user is asked to choose a suitable resolution. The output
of this stage is the list of operations for the user to review in a graphical interface.
The final stage, propagation, performs the actual file system modifications on each
replica and updates the locally persisted state.
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Such file synchronizers convert the file system from being a
collaboration-transparent, replicated architecture to a collaboration-aware system
(Phillips, 1999). Due to the heterogeneous capabilities of file systems, such
synchronizers are also referred to as heterogeneous (Antkiewicz and Czarnecki,
2008; Foster et al., 2007). The advantage of heterogeneous synchronizers is that
users can continue using existing file systems, without the (expensive) migration to
a homogeneous system. The disadvantage is that the developer needs to build an
internal model that is as compatible as possible with every file system the
synchronizer aims to support. This involves finding a set of common capabilities,
which we are doing in this work. Typically, the synchronizer transforms the
heterogeneous model of each file system to the internal one. The transformation is
challenging, because a suitable alignment needs to be found. The synchronizer
then decides which updates to synchronize using the internal model. In extreme
cases parts of the data are lost due to lack of alignment, as our work will show.

While there is a large number of industrial file synchronizers, the body of
academic works is much smaller. We examined whether related works define a
formal and thorough specification of their file system model, because we consider
a formal definition of the data schema and its rules a basic requirement for any data
synchronizer. Interestingly, a few works do not provide any specification of the file
system and its operations, see e.g. (Cox and Josephson, 2005; Elijorde et al.,
2013). Some provide a partial description, such as the record structure used to
store the file system’s state or the operations, see (Lindholm et al., 2005; Molli
et al., 2003; Tao et al., 2015; Bao et al., 2011; Li et al., 2012; Uppoor et al., 2010).
Others such as (Balasubramaniam and Pierce, 1998; Ng and Sun, 2016; Ramsey
and Csirmaz, 2001; Csirmaz, 2016) formally specify a file system they defined.
These works do not discuss the mismatch that exists between their internal model
and the real-world file system their implementation actually works on.

Real-world file systems specifications, such as POSIX, are only formulated
informally. A few academic works such as Ridge et al. (2015) exist which
extracted exhaustive first-order logic (FOL) specifications for a few real-world
implementations, but not all main stream file systems are covered yet. We present
an informal comparison in this work instead, as this allows the provision of
immediate results for a large selection of file systems. Some online resources such
as (Craighead, 2008; Wikipedia, 2017b) also provide informal comparisons. Apart
from (Jim et al., 2002), an unfinished manuscript by the authors of
(Balasubramaniam and Pierce, 1998), there is no related scientific literature to the
best of our knowledge that provides an in-depth discussion of the capabilities of
file systems.

3 Examined file systems

To find capabilities we sample different types of file systems. As selection criteria
we focus on market share and system type and chose one or two representative
systems for each type. We examine Windows version 7-10 (NTFS) and macOS
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version 10.11-10.13 (HFS+ and APFS) APIs because these are the most
widespread end-user operating systems at the time of writing. Our findings also
transfer to UNIX and therefore to both file servers (e.g. network-attached storage)
and mobile devices such as smartphones. We consider WebDAV (Dusseault, 2007)
which is widely available as interface for proprietary as well as open-source
Internet (cloud) storages. Dropbox (HTTP API v2 (Dropbox Inc., 2017)) is chosen
as a representative for widespread cloud storages (Dropbox Inc., 2016). BSCW
Social (OrbiTeam Software GmbH & Co KG, 2018) is a representative for
groupware systems commonly found in academia, a system that originates from
the CSCW community (Bentley et al., 1997; Jeners and Prinz, 2014).

4 Capability analysis

This section provides an in-depth analysis of six capabilities relevant to file
synchronizers. They were selected based on technical realities we discovered
while implementing and technically evaluating a file synchronizer. Each capability
is discussed in a separate subsection. For each one we first state its significance for
the user, followed by an analysis, then extract similarities that manifest in the file
synchronizer’s internal model and finally give advice how file synchronizers can
handle incompatibilities, if applicable.

4.1 Physical object & namespace mapping

The namespace is the user-facing side of a file system. It consists of a hierarchical
set of paths, where a path is a notation for addressing a specific object. A path is a
sequence of names, where names are simple strings. Hierarchy levels of a path are
separated by a separation character, such as ’/’ or ’\’. File system implementations
differ in their approach how objects are identified, physically stored and how the
mapping between namespace and objects works.

4.1.1 Significance

From the user’s perspective the synchronizer translates a prefix of the synchronized
namespace between the local disk and the remote storage, e.g. ’C:\SyncFolder’
to ’https://server.com/synced’. Users expect that the local disk’s and the server’s
namespace match exactly. However, due to technical limitations (analyzed below)
this is not always possible. A synchronizer that is aware of incompatibilities should
find a suitable way to inform the user about namespace mismatches (Dourish, 1996).

4.1.2 Analysis

An overview of the analysis is shown in figure 1.
We first classify whether file system objects (files, directories, etc.) can be

identified uniquely (e.g. after moving them) by a persistent identity, or whether
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Figure 1. Analysis of object identification and namespace to object mappings.

only the path is available (Tao et al., 2015). Exemplary, Windows provides the file
index, and macOS or UNIX systems provide inode numbers. For identity-based
systems, two further classifications are appropriate, because an object with a
specific ID may be accessible from one or more paths. In practice the cardinality
varies per object type, s.t. Windows or macOS forbid more than one link to a
directory to prevent cycles to occur in the tree. Some systems model the parent
child relationship s.t. each directory has a list of (name, id) tuples of its immediate
children (name of the objects is part of the link), whereas others store the name as
part of the object and each directory maintains a simple list of immediate child
IDs.

Two more aspects not covered in figure 1 are that the invariants of each file
system need further examination. A file system may or may not allow two sibling
objects to have the same name, and it may use a case-sensitive or case-insensitive
comparison while enforcing this invariant.

4.1.3 Derived unified model

To derive the internal file system model we suggest the following approach:
• If one or more file systems are path-based, either let the internal model be

path-based too, or emulate IDs by generating them on the client, setting IDs
as custom meta-data, if the file system API supports it (e.g. WebDAV
PROPPATCH, see section 9.2 of Dusseault (2007)).

• When the parent child mapping varies, let the name be part of the object.
• If link cardinality varies, use the smaller (1) cardinality.
• When invariants vary, enforce the one that is most strict.

4.1.4 Advice for handling incompatibilities

When a file synchronizer encounters an incompatible mapping at run-time, e.g. if
a specific file exists at multiple paths but the internal model limits the cardinality
to 1, we suggest the synchronizer either stops synchronizing, asking the user to fix
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the situation, or to automatically add the affected paths or IDs to an ignore list.
Numerous industrial synchronizers provide such an ignore list users can fill with
paths to files or directories they want to exclude from synchronization. We suggest
that this list can also be manipulated by the reconciliation algorithm automatically
to handle compatibility issues, notifying the user in such an event. For certain traits,
workarounds may be possible. Exemplary, junctions (Windows) and symbolic links
(macOS) may be used to allow a N-cardinality for directories. The synchronizer
needs to choose one path as primary and use junctions or links for all other paths,
updating them in case the primary path changes.

4.2 Supported object types

Files and directories are the two object types offered by all examined file systems.
Jeners et al. (2013) show that even in groupware systems such as BSCW which offer
many additional object types, the majority (90%) of user interaction takes place with
these two object types. A file system may also support other object types that are
incompatible with other systems.

4.2.1 Significance

When an object available on one file system is unavailable on the other one, its
omission in the namespace, which is a loss of information, will confuse the user.

4.2.2 Analysis

While all examined file systems offer files and directories, there are several other
types supported by just a subset of file systems, e.g. device files or symbolic links
on macOS and Windows, or special types like contact lists, calendars or URLs on
BSCW.

4.2.3 Derived unified model

By taking the intersection set of the available object types of each file system, the
internal model should consist only of files and directories. We suggest to ignore
other object types because they are specific to that file system and cannot be
meaningfully viewed or manipulated on other systems that do not support them.

4.2.4 Advice for handling incompatibilities

We propose a similar handling as for mapping issues (section 4.1) where the
synchronizer either stops or adds affected objects to the ignore list automatically,
notifying the user about this action. A workaround is to create proxy objects, such
as ’.url’ files, that allow the user to see the existence of the corresponding objects,
redirecting the user to the respective location on the other file system in case she
opens the proxy object.

7



4.3 Operations and atomicity

File system APIs offer many operations to both query the current state of the file
system (e.g. listing a directory’s content) or to manipulate it. In the update detection
stage a file synchronizer relies on the query operations to extract the current state.
At the final propagation stage, the synchronizer needs to transform the scheduled
abstract operations (which equalize both file systems) to concrete operations of each
file system. This is challenging because the exact operations, their preconditions
and their degree of atomicity3 vary.

4.3.1 Significance

A user expects that operations she applied to her local file system are consistently
applied to other file systems by the synchronizer. Users also expect the
synchronizer to avoid inconsistent states while synchronization is active or was
interrupted. Not handling related issues causes confusion (e.g. attempting to open
a partially transferred file) or additional work (such as manually cleaning up
inconsistent files and directory structures) for the user.

4.3.2 Analysis

Every of the examined file systems offer operations to query the current state. The
slight variations in query operation signatures are merely an implementation detail.
When considering manipulation operations, all file systems offer operations to
create or delete empty directories, or to move an object. However, there is
significant variation in the availability and atomicity of operations used to create or
update files, or to delete non-empty directories. Exemplary, BSCW allows to
atomically create non-empty files or delete non-empty directories, while Windows
does not. Another observation is that desktop file systems like Windows and
macOS offer mount operations which create a mount point that establishes a
transition between volumes.

4.3.3 Derived unified model

A user would expect a file synchronizer to be capable of a set of operations the user
also knows from using the file manager. An exemplary list could be as follows:

• createdir(path) creates an empty directory at path
• deletefile(path) deletes the file at path
• deletedir(path) deletes the directory and all its children at path
• move(source, dest) moves an existing object from source to dest
• transfer(source, dest) transmits a file located at source on the source file

system to dest on the destination file system, to create a new file or update an
existing one

3 We refer to atomicity as known from database systems, see also section 1.3.4 of Elmasri and
Navathe (2015).
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To not leave either file system in an inconsistent state, every operation is
expected to succeed or fail atomically. Optionally, a copy file operation can be used
to copy a file on the destination file system in case it is feasible to detect exact
copies of files on the source file system, e.g. by using checksums.

4.3.4 Advice for handling incompatibilities

All discrepancies we found between concrete file system operations and the ones
presented above result from varying degrees of atomicity, which can be solved in
the following ways:

• deletedir(path): if a file system does not offer an atomic, recursive
implementation, we suggest to first call move(path, temp) where temp is a
path outside of the synchronized namespace, but on the same volume. This
move operation succeeds (or fails) atomically and appears as an atomic
delete operation to the synchronizer. Next, perform a post-order traversal of
temp’s sub-namespace, deleting first files then directories.

• transfer(source, dest): if the destination file system’s operation is not atomic,
we propose to execute transfer(source, temp), i.e., write transferred data to
a temporary location temp that is outside the synchronized namespace but
also on the same volume. Once finished, perform move(temp, dest) on the
destination file system.

Finally, file synchronizers which detect move operations via the object’s ID
should be aware of mount points within the synchronized namespace. IDs are only
unique within a volume. However, a mount point establishes a transition between
volumes. When the user performs a conceptual move(source, dest) operation
where source is on volume A and dest on volume B, the synchronizer will
incorrectly detect a delete operation for source and a create operation for dest. We
therefore suggest that synchronizers detect mount points and either reject them (by
stopping synchronization) or automatically adding them to the ignore list.

4.4 Namespace limitations

Although the general namespace consists of Unicode characters, a file system may
pose limitations on the namespace, affecting paths or the names of a path, usually
for technical or historical reasons.

4.4.1 Significance

When a user attempts to create an object with a name that violates a namespace
limitation, the file manager (or web interface) prevents the creation and provides
immediate feedback how to fix the name. When using file synchronization, the
chosen name may be accepted by the source file system API, but may violate a
limitation of the destination API. The file synchronizer discovers this issue after a
(possibly large) delay which surprises the user, because to her the creation of the
object initially appeared to be successful. Furthermore, users will be confused if
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objects exist on one system but not the other one due to a limitation that affects only
the latter system.

4.4.2 Analysis

The following list provides a brief summary of our findings. We refer to the
respective file system documentation for further details4.

• A file system may reserve a set of characters from being used in object
names, either at any position, or only in specific positions. Forward slashes
are forbidden in all examined systems, as they separate names in a path.
Windows reserves the most characters, and other systems such as BSCW or
Dropbox have adopted Windows’ set of reserved characters and names for
compatibility reasons.

• Similarly, some systems reserve a set of names, such as "." or "..". Windows
reserves a large set of names such as "CON" or "PRN" for historical reasons
and also reserves short file names (Microsoft Inc., 2018) in case a longer file
name already exists (exemplary, given a directory named "project report",
creating an object at "projec~1" is forbidden on volumes with short file name
creation enabled).

• Many systems impose a maximum length of names and paths. Often names
are limited to a length of 255 characters. Shorter path lengths (such as macOS
with 1016 characters) also cause issues, e.g. deep directory hierarchies being
in accessible.

• While all examined systems use the Unicode alphabet with some form of
encoding (e.g. UTF-8), not all systems preserve the normalization form (such
as NFC or NFD5) of characters. Exemplary, the HFS+ file system on macOS
does not preserve a large set of input characters but converts them to a NFD-
like form.

• Case-sensitivity may vary between two file systems. By default, the
examined systems are all case-insensitive. However, others such as the
UNIX file system, are case-sensitive! We found all systems to be
case-preserving.

• In rare instances the file system APIs behave deceptively. They accept a
name, seemingly execute successfully, but actually change the name
internally. This is problematic for file synchronizers, as the next update
detection phase will find an unexpected name and assume that the object was
moved by the user. One example is the Unicode normalization conversion of
HFS+ volumes mentioned above, another is Windows which silently strips
trailing spaces/dots from a name during execution.

4 See e.g. Berners-Lee et al. (1994), Apple Inc. (2004), Apple Inc. (2017) or Microsoft Inc.
(2018).
5 See http://unicode.org/reports/tr15/, retrieved January 2, 2019.
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4.4.3 Derived unified model

For each limitation of file systems A and B we propose to take the one that is more
strict and let the file synchronizer apply it to the file system with the weaker
limitation. For reserved characters or names this means to apply the union of the
sets to both A and B. For length limitations, the shorter length is more strict. Also,
case-insensitivity is more strict than case-sensitivity.

4.4.4 Advice for handling incompatibilities

We suggest a file synchronizer takes one of the following approaches when
encountering paths that are incompatible w.r.t. the unified limitations:

1. Stop synchronization, ask the user to manually rename objects

2. Automatically rename objects to establish compatibility

3. Automatically add incompatible objects to the ignore list

While approach (1) is easy to implement, it is labor-intensive for the user. In
case the stopped synchronization goes unnoticed, and if it remains in that state for
extended periods of time, this increases the chance for conflicts. Approach (2)
mitigates this problem, but automatic renaming can cause issues when the affected
objects belong to a naming scheme of a third party application. Such applications
may stop working once these files and directories no longer correspond to the
expected naming scheme. The last approach fixes the issues of the two ones but
requires the implementation of the aforementioned ignore list.

4.5 Meta-data

Meta-data provides further information about objects. It is not stored as part of the
object, but at a separate location.

4.5.1 Significance

When meta-data stored on one file system is incompatible with the other file
system, a synchronizer must skip their synchronization or perform a conversion.
This type of data loss negatively affects the user, because she cannot access
meta-data available only on the remote file system during an offline period.

4.5.2 Analysis

Each file system provides a diverse set of meta-data. Some meta-data are attributes
managed by the file system, others can be changed by a client applications, such
as a file synchronizer. Some systems offer one or more APIs to write custom meta-
data, e.g. Extended Attributes and Alternate Data Streams on Windows, or xattr and
Resource forks on macOS. The following meta-data is available on all file systems:
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• Object type (file, directory, ...)
• File size (for files)
• Timestamp of creation and last modification

4.5.3 Derived unified model

All file systems support the retrieval of meta-data that is necessary to extract their
state, such as the object’s type or the last-modified timestamp. In case a file
synchronizer models the file system using IDs, all file systems except for WebDAV
automatically generate and provide unique IDs. For WebDAV we propose that the
file synchronizer generates globally unique IDs (GUIDs) when creating objects on
a WebDAV file system, assigning the GUID via the PROPPATCH command.

4.5.4 Advice for handling incompatibilities

Some meta-data, such as attributes, are system-specific and often lose meaning
when copied to another file system, especially when it is of different type or
located on a different operating system or machine. Exemplary, synchronizing the
compressed attribute of a Windows file to the corresponding file on a macOS file
system defies any purpose. We find that bypassing meta-data synchronization
largely facilitates a file synchronizer’s implementation. This also applies to
authorization mechanisms, such as UNIX permissions or the more powerful
Access Control List entries, which can also be considered to be meta-data, with
varying availability and heterogeneity.6

The last-modified timestamp is an exception. We suggest to synchronize it
because it is typically available on each file system, has the same meaning
everywhere and users are aware of it when using the file manager. A caveat
developers need to consider is the variety of resolutions and formats of timestamps.

4.6 Locking

Locking allows one user to exclusively modify an object on a file system, while all
other users are prevented from modifying their own replica of that object.

4.6.1 Significance

Locking is an important mechanism that introduces pessimistic concurrency control
in situations where users expect that conflicts are likely to happen. It avoids conflicts
or lost updates. In an example scenario, a user locks a document she exclusively
wants to work on for an hour. During this time, other users should be unable to
concurrently modify this file, and should be aware of this lock while it is set. The

6 As an example for heterogeneity, macOS and Windows both support Access Control Lists, but
their implementations vary considerably. Additionally, synchronization of authorization data would
require to also synchronize authentication data, i.e., user accounts, which introduces additional
challenges.
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information about the lock’s existence can be propagated by the synchronizer to
other users while they are online. In practice we have not observed locking to play
a role for files stored on local disks. However, this feature is frequently used in
groupware systems such as BSCW, and the transparent handling and awareness of
locking behavior is an early requirement for CSCW systems as described in Blair
and Rodden (1994).

4.6.2 Analysis

We analyzed the file systems’ locking capabilities to determine whether a file
synchronizer can safely protect an object from modification by the local user,
because a different user locked the object. We found that some systems such as
Dropbox do not offer any locking mechanism. Systems such as WebDAV and
BSCW provide an elaborate locking model, including lock meta-data such as the
owner and expiration time.

The locking mechanisms of Windows (read-only attribute, file handle locking)
and macOS (immutable attribute, advisory locks via fcntl7 API) are less elaborate.
They each work differently and protect other aspects of modification. Exemplary,
the read-only attribute on Windows does not protect objects from being moved or
renamed, while the immutable attribute on macOS does.

We think that this diversity stems from the fact that each mechanism has a
different purpose. On Windows and macOS the read-only/immutable file attribute
or handle-based locks were not designed for a multi-user locking scenario. It is our
understanding that they exist to allow users (and programs) to protect objects from
modification on the same device, not across multiple devices. Handle-based
locking suffers from volatile characteristics8. On macOS, handle-based locking is
designed for a set of cooperating programs and not intended to prevent third party
programs from modifying files. On Windows, handle-based locking has more
wide-spread effect than just locking the object itself. It works on a "first come, first
served" basis. Even just opening a file for reading already locks it. A file
synchronizer may fail to obtain a lock, or inadvertently lock the path of any parent
object, which is not desired. In addition, reliable recursive locking of a directory is
not possible with the mechanisms offered by Windows and macOS.

4.6.3 Derived unified model

In case a pair-wise synchronization targets two file systems of equal type, such as
two WebDAV systems, lock synchronization is feasible. In any other scenario we
advise to ignore lock synchronization due to the strong differences in their
implementation, making it impossible to meaningfully map one lock type onto
another one.
7 http://man7.org/linux/man-pages/man2/fcntl.2.html, retrieved January 2, 2019.
8 When the program that owns the handle to an object terminates, the lock is automatically
cleared.
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4.6.4 Advice for handling incompatibilities

Not synchronizing locks does not necessarily mean that the synchronizer
completely ignores locks. Some systems like WebDAV allow the discovery of
locks (before the attempt of modifying a locked resource). Assume a scenario
where a synchronizer detects that the user updated file f locally, while f is locked
on the remote replica by another user. The synchronizer may then skip
synchronizing f and notify the user about the lock’s existence. With additional
implementation effort, a synchronizer may also monitor the user’s opened files and
warn her in case she opens a file that is locked by other users. It is also possible to
convey the existence of locks by the use of overlay icons in the file manager.

If lock discovery is unavailable we propose to treat failures like any other
permission-related ones, such as failures resulting from prohibitive ACL entries or
UNIX permissions. The synchronization may be stopped or the affected object
could be skipped. The user should be notified about the problem in either case and
be provided with as much available information as possible to fix the problem.

4.7 Summary

A summary of the capabilities of each file system is shown in figure 2. This radar
chart depicts a rough estimate of the degree of power for each capability from 0%
(center) to 100%, based on a technical evaluation beyond the scope of this work.
Smaller values indicate less powerful namespace mappings, fewer supported object
types, stronger namespace limitations, smaller level of locking, etc. We chose 20%
as minimum value only to improve readability. By intersecting the areas of the
file systems a synchronizer supports we can derive the degree of limitations of the
synchronizer’s internal model.

Object & namespace mapping

Locking

Meta-data

Namespace limitations

Operation degree of atomicity

Supported object types

Windows

macOS

WebDAV

BSCW

Dropbox

Figure 2. File system capabilities overview.
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5 Conclusions and future work

In this work we have analyzed several file system capabilities relevant to file
synchronizers as a baseline for the development of cooperation support
applications. Synchronizers facilitate data management and collaboration in
single- and multi-user settings. Supporting a variety of heterogeneous systems
satisfies the user’s need to synchronize between different devices and services, thus
aiming at the provision of an integrated collaboration environment (Prinz et al.,
2009).

Synchronization of the examined file systems is challenging due to their
heterogeneity. This first and foremost affects the structure of a file system. As we
discussed in section 4.1 and 4.2 two file systems may vary how paths of the
namespace are mapped to objects or which types of objects exist. We proposed to
generally take the lowest common denominator, e.g. limit synchronization to files
and directories, or allow each object to be linked just once into the namespace. We
proposed that the most user-friendly solution to deal with incompatible paths is to
add them to an ignore list automatically. In subsection 4.3 we informally presented
a set of commonly available operations that are sufficient to achieve consistency.
Some of them require a degree of atomicity not offered by some implementations
like Windows and macOS. For these we provided workarounds which emulate
atomic behavior. In section 4.4 we found that Windows is imposing strong
namespace limitations due to a large set of reserved names and characters. BSCW
and Dropbox mimic Windows’ behavior for compatibility reasons. Consequently,
objects with incompatible names need to be dealt with, for which we presented
several approaches, each with their own advantages and disadvantages. We
analyzed accessible meta-data in section 4.5. Except for WebDAV, all file systems
provide an automatically generated object ID which allows a file synchronizer to
uniquely identify objects irrespective of their path, which facilitates the detection
of move operations. Except for the last-modified timestamp we consider
synchronization of other meta-data inadequate. Finally, section 4.6 discusses
locking. We find that lock semantics of two file systems of different type are too
heterogeneous to allow for a meaningful lock synchronization. Where possible,
synchronizers should provide awareness of active locks to the user.

Despite the discussed caveats we still consider the use of file synchronization
an enrichment of the user’s experience. We hope that authors and developers of file
synchronizers find our in-depth analysis and advice useful when implementing
heterogeneous file synchronizers. While a lot of the given advice for handling
incompatibilities may appear straightforward, our analysis of several industrial file
synchronizers has shown a great variety in behavior, including many illogical
choices9. We also hope that developers of next-generation file systems may also
find clues to build systems that better support synchronization, in particular
considering aspects such as locking in a cooperative setting. As future work we

9 Exemplary, the macOS implementation of OneDrive uploads files with Windows-reserved
names without warning, but skips synchronization of reserved characters.
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will analyze the effects of how a file synchronizer models the state and operations
of a file system on the conflicts that it detects, including a discussion of conflict
resolution approaches taken by different related works. A user study is planned to
verify our recommendations of handling incompatibilities with users.
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1 Introduction 
The starting point of this paper is the field research we conducted at an integration 
school in Salzburg1, to gather a deeper understanding of the contextual particulars 
as well as the technological needs of the students and teachers. At this school, 
teachers and students with varying degrees of hearing abilities (i.e., hearing, 
hearing impaired, and deaf) are teaching and being taught. The uniqueness of this 
constellation is reflected in the school’s exceptional way of teaching, educational 
philosophy, and subject matter. Beyond verbal communication, sign language is a 
key communication means among students and school staff. Consequently, at this 
school, sign language2 is a compulsory subject, taught by two sign language 
teachers. Sign languages are fully-fledged natural languages with their own 
grammar and lexicon that make use of visual perception to convey meaning 
(Wilcox and Occhino, 2016). These particularities require teachers to develop new, 
innovative teaching material in terms of format, media, and content.  

There is a substantial amount of work in both HCI and CSCW research with 
hearing-impaired and deaf communities and, in particular, with children (e.g., 
Slegers et al, 2010; Vermeulen et al, 2012). What unites these research efforts is 
their strong dedication to user-centred and participatory approaches to user 
involvement and design (e.g., Morningstar et al, 2015; Slegers et al, 2010; 
Vermeulen et al, 2012).  In line with research suggesting strong user involvement, 
our presented research is also characterised by strong user participation and 
involvement; conducting participatory observations in classes or conducting semi-
structured interviews with teachers. Throughout the conducted fieldwork, we 
identified that videos are considered as essential media and educational material to 
teach sign language, i.e., video footage of teachers to assign homework, or video 
footage of students to perform and document exercises, tests, or homework. 

Currently, video file transfers are accomplished via an exchange of USB drives. 
In our research, we observed that the teachers’ current practice of exchanging video 
files between them and the students results in a lot of effort since the copying 
process is both a tedious and time-consuming task. Other, more elaborated and 
state-of-the-art technology is already available on the market which supports this 
kind of data transfer (e.g., cloud or server-based solutions, or even a tailored local 
file transmission platform) allowing for an ideal3 (Table I), yet not optimal, solution 
                                                
1  The Josef Rehrl school comprises of an elementary and a secondary education school.  

https://www.josef-rehrl-schule.salzburg.at 
2  Having sign language as a compulsory subject is exceptional and unique since Austrian sign language 

(ÖGS) was legally recognised as an official language by the Austrian Parliament on September 2005, 
and certified ÖGS translators are no more than 105. https://www.josef-rehrl-schule.salzburg.at/2014-05-
12-09-52-56/methodik-und-leistungsziele.html 

3  In this paper we make use of the adapted definition of the adjective ideal from the Oxford Learner's 
Dictionary of Academic English: “the best that can be imagined, but not likely to become real”.  

 https://www.oxfordlearnersdictionaries.com/definition/academic/ideal1, accessed February 1, 2019. 
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for the given problem space. The problematic case here is the school’s current 
technological infrastructure, the lack of technical maintenance, and a shortage in 
teaching staff i.e., a lack of certified sign language teachers in schools, plus a lack 
of a community of practice to communicate and cooperate with. All these 
constraints provide the ÖGS teachers with a certain boundary box, forcing them to 
invent their own teaching practices and materials.  

In our empirical research (i.e., participatory observations and semi-structured 
interviews) we identified this tension of an evolving new subject; while the 
technological infrastructure in the school, as well as the community-based 
exchange among ÖGS teachers is Austria, lags behind. In this paper we present a 
technological solution that from a research perspective may be perceived as the 
middle-ground4 solution (Table I). Our middle-ground solution embodies both, the 
teachers’ need of technical support in their data transfer practices, while being at 
the same time an optimal solution in the given context that colludes with the 
existing technological infrastructure in the school, rather than radically disrupts the 
infrastructure or the teachers existing work practices. It is important to mention that 
what is perceived as ideal or middle ground is very context and user specific. 
Therefore, throughout this paper, we indicate for whom the solution is perceived as 
ideal or middle ground. This technological solution is currently deployed at the 
school and used by the teachers.  

Table I. In the design of work practice infrastructures striving for the ideal might not result in 
feasible solutions. 

The ideal The middle-ground 
An ideal solution is 
considered to be the 

theoretically perfect yet often 
unattainable opportunity. 

A middle-ground solution is 
an attainable compromise 

between the ideal solution and 
the current boundary 

conditions. 
 
The main goal of this paper is to articulate why addressing certain domain 

specific problems requires to also advance systems, that at first glance might seem 
outdated or superseded by the state of the art.  

The contributions of this paper are threefold: 1) we present an approach for 
addressing domain-specific problems with middle-ground yet optimal solutions, 2) 
we present the case of the design of a fully functional system as a direct outcome 
of that process, and 3) we reflect on our pursued process and the developed system 
from diverse angles.  

We first present related work to position our research in the realm of HCI and 
CSCW, we describe the process we pursued throughout our research, we continue 

                                                
4  In this paper we make use of the adapted definition of the noun middle ground from the Collins English 

Dictionary: “a position of compromise between two opposing views, parties, etc”. 
https://www.collinsdictionary.com/dictionary/english/middle-ground, accessed February 1, 2019. 
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by motivating our work that is based on empirical findings, and describe the design 
process of the data transfer system we developed that aims to support existing 
material exchange practices of ÖGS teachers. On the basis of the given case of the 
developed data transfer system, we finally discuss how our pursued approach of a 
middle-ground solution (from a researchers’ and the technology providers’ 
perspective) may be of value for reflection on existing work practices and a means 
to articulate issues that are posed by the given context. We elaborate on the 
potential of indefinite deployment and conclude the discussion by outlining 
potential further applications of the developed data transfer systems not only within 
but also outside the educational context. 

2 Related Work 
As our research touches upon diverse fields of research, this section details related 
work mainly in two areas: Infrastructuring (e.g., Karasti, 2001; Pipek and Wulf, 
2009, Bødker et al., 2017; and Andersson et al., 2018;), and HCI for hearing-
impaired children education (e.g., Slegers et al., 2010; Vermeulen et al., 2012, Cano 
et al., 2016, Korte et al., 2012). 

Infrastructuring is a subject that has been given a lot of attention in the CSCW 
community. The term was first defined by Karasti & Syrjänen (2004) in the context 
of participatory design and as Bossen et al. (2014) state, infrastructuring focuses on 
the relation between an infrastructure and its user with issues and dependencies. 
Although the infrastructure discourse spans multiple domains, our work is situated 
within the domain work infrastructures (Hanseth & Lundberg, 2001; Pipek & Wulf, 
2009; and Stevens et al., 2010). Bødker et al. (2017) argue that most design projects 
are infrastructuring projects since they build on pre-existing technologies, 
competencies, and practices; similarly, the work we present in this paper is based 
on current technologies at the school, the technological competencies of the ÖGS 
teachers, and their current work practices since. 

 Following Karasti (2001), it is crucial to initially comprehend work practices 
and incorporate them in design in order for collaborative technologies to be 
effective. Infrastructures can be thought as relations that embed choices and 
politics, meaning that they shall not be perceived as isolated and discrete entities 
but rather that the use of a single technology emerges in complex relationships and 
becomes integrated into organisational processes (Andersson et al., 2018). We 
contribute to the infrastructuring discourse with our work which aligns with 
existing research, and we are aware of the complex relationships that the 
development of technology is embedded in and shaped by. However, our 
contribution diverges in terms of making explicit that this “dedication” to context-
sensitivity also leads to a compromise in terms of achieving the optimal solution 
from both a technological and a research perspective; a topic which is rarely 
reported in scientific work.  
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As part of our research, the developed system does not only serve the specific 
purpose of addressing a particular problem; it may be considered a middle-ground 
solution from a research as well as technology providers’ perspective, ‘embodying’ 
a compromise between the teachers’ identified needs for data transfer and the 
contextual constraints in the school. Consequently, the developed system informs 
about the complex relationships at the school and serves as a means to reflect on 
given practices that are shaped by given constraints. 

Reflection is used as a tool to “think about” since it aids in comprehending and 
reframing situations leading towards a problem-solving procedure (Schön, 1983). 
Designing for reflection is not a novel topic; in fact, it has been and is used by 
researchers in HCI (Baumer, 2015; Baumer et al., 2014; Odom, Banks, Durrant, 
Kirk, & Pierce, 2012). Drawing on (Fleck & Fitzpatrick, 2010) reflection can serve 
a multitude of aims (i.e., uncertainty resolution; critical review; reflection on 
learning); in our case, we use reflection as a tool to create new understanding and 
appreciation of the said complex relationships formed through the infrastructure of 
the teachers’ work practices but also to communicate those relationships to third 
parties. 

From the perspective of conducting research with and for hearing impaired, 
Slegers et al. (2010) and Vermeulen et al. (2012) indicate the challenges of pursuing 
research that involves hearing-impaired children in school contexts, due to their 
deficiencies in written and spoken language. They suggest following a user-centred 
design approach to understand the needs of such a vulnerable user group. Kinnula 
et al. (2018) follow a similar collaborative process in a school setting and introduce 
a non-context specific, analytical lens for conceptualising, understanding and 
supporting collaborative design where the value is co-created by the different 
stakeholders. Morningstar et al. (2015) indicate two dimensions to support 
inclusion; support for participation and support for learning. In a similar fashion, 
we contribute to this body of work through our developed system with which we 
support participation by providing all students access to academic curricula content 
(sign language vocabulary).  

3 The case of addressing a domain-specific problem 
This research project’s starting point was to collect insights regarding the students’ 
and teachers’ communication and learning practices in that particular context, and 
how technology may facilitate and support them in the future. In our research 
process (Figure 1) we initially conducted fieldwork in the form of participatory 
observations and semi-structured interviews and through them, we identified the 
ÖGS teachers’ teaching material exchange practices based on their limited 
technical solution. The ideal solution, from the researchers’ perspective, would 
involve deploying a state-of-the-art technology readily available on the market or 
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a technologically advanced tailored platform that supports the teacher’s practices 
(i.e. a digital platform in the form of a smartphone app or a website that hosts a 
digital sign-language vocabulary with supplementary exercises and a server to save 
homework). However, given the constraints and complexities of the research 
context, these options were not feasible since it would require a drastic modification 
of the teachers and students existing practices. Such modification would 
subsequently require alteration of the school’s technical infrastructure, provision of 
technical training to support the teachers, and other unpredictable modifications. 

 

Figure 1. Illustration of the research process we followed based on the utilised methods, the 
identified teachers’ practices and existing technological solutions. The non-dotted shapes indicate 
steps in the process we already conducted, identified, and developed dotted shapes indicate potential 
future directions that we could envision to further investigate into.  

A less technologically and scientifically advanced solution was selected in 
favour of supporting existing practices that would simultaneously ameliorate the 
practices’ weaknesses (less time-consuming). We opted for a less drastic 
modification of the practice which was the most optimal option; even though that 
meant that from a research perspective we had to compromise for a middle-ground 
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solution. In the future, we plan to conduct further fieldwork to discover how the 
practices have changed based on the introduced solution.  

In the following we present the empirical foundations of the work described in 
this paper, along with an account of the design process of and design rationale for 
our data transfer system, and the reasons that render the system as a compromise 
on the researchers’ part, in terms of technological possibilities of data transfer 
procedures. 

3.1 Empirical Foundations  

In this sub-section we introduce the empirical foundations of our research; the 
research context and the identified problems. We outline how these insights have 
informed the design process of the data transfer system we developed. Our system 
was designed and developed in interwoven phases in constant collaboration with 
the ÖGS teachers. This section concludes by outlining initial reactions of the 
teachers to the deployed system.  

3.1.1 Research Context 

The motivation for this work emerges from the Diversity-Centred Design project5 

where we have been, are, and will be collaborating with a number of professionals 
from various disciplines. The project’s aim is to study, analyse, develop, and 
deliver a better school experience for both the students and the teachers of that 
specific school.  

3.1.2 Data gathering Methods and Data Analysis 

In order to learn about the students’ and teachers’ communication and learning 
practices, we conducted participatory observations (Flick, 2009). We chose to set-
up observational sessions after consulting the school’s headmaster who got us in 
contact with the associated teachers. We (three researchers from the Center for 
Human-Computer Interaction) observed a Biology lesson, an English language 
lesson and an Austrian Sign Language (ÖGS) lesson. We made use of observation 
sheets and schemes (Flick, 2009) to take handwritten notes of technology use, 
communication and learning practices, and of anything that introduced friction 
during lesson delivery. The notes were subsequently used as part of the data 
analysis.  

After these observations, we performed three semi-structured interviews (Flick, 
2009) consisting of open-ended and more theory-driven questions with the 
respective teachers of these subjects. Both data sources were textual notes from the 
observation sheets and notes from the semi-structured interviews that were 
analysed using an inductive approach to content analysis (Mayring, 2004). We (the 

                                                
5  https://hci.sbg.ac.at/special-needs/ 
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three researchers that took part of the observations and interviews) familiarised 
ourselves with the data and individually identified relevant themes. In a joint 
session, we discussed unclear cases and agreed on the categories. For the purpose 
of this paper, we only present selected findings that were decisive for the 
development of our system. 

3.1.3 Selected findings 

Through our observation sessions, we discovered several issues during class 
delivery. We clustered those issues in three categories: spatial, social, and 
technological. Spatial sitting configuration and visibility in classrooms with 
hearing-impaired children were of high importance, especially in the case of 
multiple speakers. Similarly, we identified issues regarding social encounters in 
which communication problems seemed to surface quite frequently within the 45-
minute lessons; a single class illustrated diverse dynamics in terms of 
comprehension. The most severe issues seemed to be mainly technological ones 
where teachers would sacrifice time during lessons to attempt to overcome those 
issues, thus, pausing lesson delivery. Specifically, during the sign language class, 
we observed that the ÖGS teacher struggled to deliver her lesson, which required 
that the students performed the new signs they learned that week via recording 
themselves on Apple iPads placed on their desks; a task that seemed complicated 
and challenging due to the iPads’ low memory capacity. 

Based on this observation we wanted to find out more about the teachers and 
students’ practices (and related issues) of video capturing and transfer in sign 
language classes. During the interview the ÖGS teacher claimed that sign language 
cannot be taught without the use of technology and indicated that technological 
problems were the biggest issue she was facing during lesson delivery. The teacher 
gave an account of the way her colleague and herself structured the curriculum of 
the sign language course on their own, with improvised visual sign language 
vocabulary booklets (e.g., the teachers taking pictures of one another while signing 
out and making hand-written notes below to translate the sign) and self-recorded 
videos (e.g., created at home with an iPad on a tripod) as there are non-existent 
guidelines to follow nor ready-made material they could use. This is due to a very 
small Austrian sign language community and an even smaller number of teaching 
professionals. The ÖGS teacher explained how data transfers and specifically, 
distributing video recordings through USB flash drives to the students is crucial, 
not only to teach them new signs but also to assign homework. In return, the second 
data exchange takes place when the children have to record themselves at home 
performing the words the teacher assigned, and save the recording onto a removable 
data storage device such as USB flash drives. One of the issues the teacher 
mentioned was that a number of children do not have access to a personal computer 
with a web camera at home or even an internet connection. During class, the teacher 
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copies all the homework from each child’s USB so that she can watch all the videos 
and grade them in her free time. 

3.2 The case of an off-web data transfer system for teaching material 
exchange practices 

Based on the issues we identified throughout our empirical fieldwork, we saw the 
opportunity to develop a technical solution that would support the ÖGS teachers in 
their everyday practice of exchanging teaching materials with the students, since 
we observed that they were relying the most on technology during lesson delivery. 
The solution is part of a bigger project that revolves around a series of design 
interventions we will deploy at the school, that aim to address identified teachers’ 
needs. Additionally, any teacher working with assorted media at the school can 
potentially benefit from our developed solution, e.g. for exchanging files with other 
teachers, or other media files with students. In this section we will describe the 
design process we have followed; the initial concept, the early prototyping that led 
to low-fidelity prototypes, and we will conclude by describing the developed 
system that aims to support the teachers’ practices in terms of functionality and 
components. 

3.2.1 Initial concept and scenario development 

A first concept diagram was drafted to communicate to other members of the 
research team what the teacher and the interviewer had discussed as an initial 
solution as part of the semi-structured interviews. Specifically, the teacher 
requested a system that she could plug-in all USB drives and it would perform the 
copying process to and from all the students’ USB drives as simple as possible. The 
diagram, as illustrated in Figure 2, comprises of the two scenarios of data transfer 
use via a stand-alone device; (1) data transferred from the teacher’s USB drive to 
the children, and (2) vice versa. A button switch is assigned to each scenario of use.  

• Scenario 1: The students copy their homework files onto their USB drives 
in the ’homework’ folder. At the beginning of the lesson, the students 
connect their USB drives to their designated USB port on the system. A 
green button press transfers the homework files from the children’s USB 
drives to the teacher’s. 

• Scenario 2: This scenario involves the teacher updating the vocabulary files 
onto her USB drive. Then, with the press of a blue button switch, the files 
are transferred to all children’s USB drives, in a ‘vocabulary’ folder. 

The initial idea was extending the functionality of an existing USB hub by 
connecting it on a micro-controller. An additional USB port connected directly to 
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the micro-controller would act as the teacher’s USB port. All the components 
would be enclosed in a fabricated acrylic casing. 

 

Figure 2. Concept drawing of the data transfer system. 

3.2.2 Early Prototyping 

Following specifics from the teacher, such as the wish to have a device smaller than 
a standard A4 page size and slimmer than a book so that it can fit in her backpack, 
we commenced exploring initial physical forms for the system using cardboard 
modelling (Figure 3). In designing the cardboard mock-ups, the team took a set of 
design decisions; ensuring the device’s size would be able to fit in a backpack and 
that no sharp edges should be exposed. The next step was creating a proof of 
concept by coding the behaviour of the single-board computer and testing our ideas 
in practice. 

3.2.3 Low-fidelity prototype and initial feedback cycles 

A low-fidelity prototype was developed via connecting a self-powered USB hub 
and two button switches to a single-board computer (Raspberry Pi 3 model B). We 
managed to transfer data from one primary USB drive to four other that were 
connected on the USB hub and vice-versa through triggering the push switches. In 
order to communicate the status of the device to the user, we assigned four LED 
colours; i.e., green indicated that the system is ready for the data transfer, blinking 
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blue indicated data transfer in progress, constant blue indicated successful data 
transfer, yellow indicated a data transfer error, and red indicated a system error. A 
casing fabricated out of white acrylic (selected due to durability) enclosed the 
hardware components. 

 

Figure 3. Photograph showing the five initial form explorations in black cardboard. 
 
    We invited the ÖGS teacher for a meeting, where we presented the tangible 
representation of the concept we had discussed during the initial interview. During 
our demonstration of the early prototype (Figure 3), the teacher embraced our ideas 
and suggested minor changes (e.g., the USB slots configuration, the form factor, 
and the folders’ organisation format). We discussed the system’s specifics 
regarding functionality related to her practice (i.e., the folder organisation system 
she’s using) to align the two as much as possible. 

3.2.4 Final design of the data transfer system 

The end result of our design process was a stand-alone data transfer system (Figure 
4) that consisted of a square casing with 19 USB hubs (one for the teacher and 18 
for the students) with corresponding LEDs and two buttons to copy one or several 
data files from either a teacher’s USB drive (source) to multiple USB drives (target) 
and vice versa6. In order to reduce the number of interactions to the bare minimum, 
whilst making sure that the system is comprehensible, we automatised repetitive 
tasks and implemented a light pattern for signalling the device’s status. Our system 
now allows for a once a week homework assignment instead of a biweekly one, 

                                                
6 Video-demonstrator of the final data transfer system and its functionality. 

https://myfiles.sbg.ac.at/index.php/s/XOEKIPnhKizmEgo/download 
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since the teacher does not have to take the students’ USB drives home to perform 
the data exchange. 
 

 

Figure 4. The deployed data transfer system features a slot that holds interchangeable keys (tailored 
to each class’ name list) that assign each USB port to a student. 

Hardware Components 

During lesson delivery, all homework files are copied to her USB drive, the updated 
vocabulary files and next week’s homework are copied to all students’ USB drives. 

Consequently, two 10-port USB 2.0 Hubs were employed in combination with 
a Raspberry Pi Zero W (to minimise the physical size) for building the main 
functionalities of our system. Moreover, we added a LED strip to indicate the 
aforementioned different states of each port. All components of the system are 
powered through a central 5V / 2A power supply. The software was written in 
Python and made use of different libraries to be able to interact with the connected 
USB hubs and LED-Strip.  

The thickness of all components was calculated in order to build a casing as 
small and slim as possible. We laser-cut acrylic layers with cut-outs to the exact 
size of the internal components, stacked them and mounted them with screws and 
bolts to create a solid casing. 

Functionality of the data transfer system 

When an USB drive is inserted into a port and recognised by the system, the 
corresponding LED turns green. The minimum copying requirements are that the 
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teacher’s USB drive and one of the students’ USB drives are plugged-in and that 
the student drives contain the designated folder for homework (named 
“ABGABE”). If these prerequisites are fulfilled, copying is possible with the press 
of either, a) the blue button, for copying from teacher-to-students, or b) the green 
button, for copying from students-to-teacher. Following a button press, the 
corresponding LEDs of the plugged in USB drives commence to blink successively 
and then light in constant green. This pattern indicates that the system is mounting 
all drives. 

Once all LEDs light up in constant green, the system initiates the copying 
procedure. As soon as copying is finished, the LEDs turn blue. As soon as the LEDs 
turn constant blue, the corresponding USB drive can be safely removed 
Respectively, in case of a copying error, the LEDs turn yellow, while in case of a 
system error, one or more LEDs turn red. 

4 Discussion and Outlook 
In the following, we discuss the outcome of our approach in terms of applying the 
middle-ground solution and its potential. We further elaborate on the case of the 
data transfer system as a means for reflection and articulation of issues, we refer to 
the implications of its indefinite deployment, and we elaborate on its further 
applications. 

4.1 The middle-ground solution 

One of the most striking discussion points that emerged through our research and 
design approach was the twofold way of reading the solution. Third parties (e.g., 
other project partners involved in our research project) immediately identified other 
state-of-the-art technology that would support the teachers’ material exchange 
practices (i.e., USB data transfers) and, therefore, considered them as a workaround 
to deal with the constraints of given contexts (e.g., limited technological 
infrastructure in the school and the students’ homes). In contrast, the ÖGS teachers 
considered their practices as the only way to operate, and they perceived the 
developed system as the ideal solution. We argue that even though there are 
widespread technological and scientific solutions that could pose as the better 
option (i.e. a technologically advanced platform that could serve as an online 
dictionary or a smartphone vocabulary application, while additionally, a local 
server could host the students’ assignments), the case of the data transfer system 
serves, from a research perspective, as the middle-ground solution that supports the 
teachers’ practices and alleviates issues they were facing during lesson delivery. If 
a technology-wise ideal solution in the form of a non-web-based data transfer 
platform or a cloud-based data transfer system was employed, it would unavoidably 
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require alteration of the teacher’s practices and the school’s current technological 
infrastructure as well as teacher’s training of how to use the new system. 

Aiming for the middle-ground solution is an unusual but not a novel approach; 
it has been utilised as a management strategy for software development as the most 
optimal approach based on total cost minimisation (Goldstein et al., 2010). Indeed, 
as we experienced in the case of the data transfer system, employing the middle-
ground solution in certain contexts might be more optimal than chasing the ideal 
solution. This resonates with work by Pipek and Wulf (2009), as e-infrastructures 
also follow the same logic; their employment could improve the design of IT 
infrastructures in organisations.  

We strongly believe that the reported approach has the potential of becoming a 
technique. Through the case of the developed data transfer system, we explored 
how a middle ground solution could be the optimal one for the teachers based on 
the limitations posed by the given context. However, conforming to Wulf et al. 
(2011), design case studies in other fields of practice are necessary in order to 
identify cross-cutting issues to compare and combine insights from those cases. 
The pursued approach in this research represents a highly contextual and user-
centred one. For future work we aim to further elaborate on how such middle 
ground solutions may serve as highly contextualised indicators of (technological, 
infrastructural, or else) change; meaning that indefinitely deploying such solutions 
and accompanying this deployment over time may help to identify new 
opportunities for technological innovation.  

4.2 Reflection and articulation of issues 

Apart from the practical contribution of a fully functioning data transfer system, 
this system may be furthermore considered as a means to reflect on and exhibit the 
problems such a school might face. We envision to use this system as a reflection, 
to initiate discussion and demonstrate the issues that the ÖGS teachers were facing, 
the solution we developed and what would have been the ideal solution to third 
parties (i.e., future stakeholders). Specifically, through the mere existence of the 
developed system we reflect on the unreliable technical infrastructure that does not 
allow for smooth lesson delivery. Through this reflection process we are attempting 
to reframe the situation to relevant parties which could possibly lead towards a 
problem-solving procedure on a higher level (Schön, 1983). 

In addition to a reflection, the system serves as a supplementary articulation 
means that illuminates prevailing yet overlooked issues to present them to teachers, 
parents, and other potential future stakeholders (e.g., representatives from the deaf 
community). It may be read as a kind of tangible representation of the practices and 
workarounds the teachers have to perform on a daily basis ‘to get their work done’; 
it embodies deficiencies in the educational system (e.g., lacking professional 
teaching curriculum for Austrian sign language), deficiencies in sharing and 
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exchanging knowledge as part of a community of practice, or deficiencies in the 
current infrastructure of the school (e.g., lack of internet access) or the students 
home (e.g., partially not having full internet access or computer access). 

4.3 Indefinite deployment of a research product 

This subsection refers to the indefinite deployment of the developed research 
product, independent from conceptualising this research product as an ideal or 
middle-ground solution. As argued by Lim et al. (2008), the fields of HCI, software 
engineering, and design commonly use the term ‘prototype’ to indicate that a 
certain artifact is used as part of a design process. In these fields, the importance of 
prototypes is obvious and unquestionable. However, as argued by Odom and 
colleagues (2016), diverse complexities and challenges emerge when researching 
human-technology relations in real-life contexts over a longer period of time. 
‘Prototypes’ may not be sufficient enough to research questions related to these 
complexities (Odom et al., 2016). “While the fidelity of prototypes can range, they 
remain references to future products, systems, or services” (Odom et al. 2016, p. 
2549). In this perspective, prototypes may be considered as placeholders for 
something else; an instantiation of a future outcome (Lim et al., 2008). In this line 
of thought, Odom and colleagues (2016) suggest that the concept of a ‘prototype’ 
might not be adequate to support inquiries regarding everyday life and introduce 
the notion of research products whose explicit aim is actuality (i.e., users 
experience the artifacts as they are and not what they might become). With our 
developed system, we have created a research product that can be indefinitely 
deployed in real-life context, without any dedicated maintenance from our side; 
meaning it can be used as is, rather than what it might become.  

Our work does not only contribute a fully functioning system to support 
teachers’ work practices but also, a research product that is deployed in the school 
in an indefinite manner and, is therefore, also open for future explorations and 
research. This is of particular importance, as prototypes developed in HCI and 
CSCW research, are often no longer in working order or even existence. Work that 
reports on designs or relevant deployment studies which make use of research 
prototypes is often archived, but the said prototypes are not (e.g., Truong et al., 
2015).  

Truong et al. (2015) point out several factors that define the length of a system 
deployment in the wild such as the context, frequency of use, and shelf-life. In 
contradiction, our deployed system stands out by providing the teachers with a 
solution that they will use in their everyday practices indefinitely (as long as the 
users wish to) without the researchers collecting use data, iterating on the system, 
or retiring it back to the research facilities. Through the established trust and 
collaboration between researchers and ÖGS teachers, a direct communication 
channel is in place in order to revisit the school to see how our system facilitates 
and/or alters the teachers’ initial work practice. The importance of long-term 



16 
 

deployments has been argued for a long time, due to several benefits. According to 
Karapanos et al. (2009), prolonged use of a deployed system allows for meaningful 
mediation. Moreover, a confluence between the said system and the pre-existing 
work practices of that context is crucial in order for the introduced system to be 
utilised in a meaningful way (Pipek and Wulf, 2009). Additionally, during long 
deployments, interesting relationships might unfold among people and 
computational things (Odom et al., 2016).  

Deriving from our gathered insights, there is a set of design attributes to take 
into consideration when designing technology for indefinite deployment such as: 
the life-span of the electronic components based on the frequency and purpose of 
use, the high quality of finish, the material durability of both the external casing 
and the hardware components and a plan for unexpected maintenance, such as, easy 
access to electronic components. However, caution should be given when 
deploying a solution indefinitely due to the disadvantages it might hinder, such as 
slowing down solution development or solution stagnation. In our view, researchers 
should monitor indefine deployment; in case of emergent opportunities for further 
technological development (e.g., changes to the technological infrastructure) that 
would allow for further iterations on the initial solution or the development of an 
altogether new solution. 

4.4 Further Applications for the data transfer system 

As far as further applications go, other teachers working with assorted media can 
benefit from the developed system (e.g., digitally distributing or collecting 
homework with and from students). Additionally, we are confident that open-
sourcing our system on a platform that hosts do-it-yourself projects such as Github7 
or Instructables8 will increase its availability. Thus, other individuals facing similar 
technological limitations and simultaneous data transfer needs can fabricate their 
own system without purchasing any sophisticated equipment. Purchasing the bare 
minimum material requirements of two ordinary USB hubs, a raspberry pi single-
board computer, a common LED strip, and some basic coding skills would suffice, 
rendering the system into widely available equipment. Following the use of the 
system on a daily basis since deployment (five months), the ÖGS teacher to whom 
the system was delivered, benevolently suggested to make the system available to 
other sign language teachers in other country regions; feedback that reassured us of 
the system’s appropriateness and its widespread applications. 

We envision that a data transfer system could prove useful in contexts where 
people meet, such as events where quick data transfers are called for (i.e., 

                                                
7  Github is web-based hosting platform for software development projects. 
 https://github.com 
8  Instructables is web-based platform that hosts user-created and uploaded do-it-yourself projects 
 http://instructables.com/ 
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international conferences or consortium meetings where exchanging general info 
simultaneously is necessary). Furthermore, in offices where sharing files wirelessly 
or using web-based services is not an option or in settings where confidentiality is 
an issue and keeping files off-line is of great importance, the system could be used 
as the main data transfer method. Moreover, we see this system utilised for 
recreational and entertainment purposes (i.e., sharing music or video content, art 
installations, design exhibitions). 

5 Conclusion 
Domain-specific problems encountered at work practices may seem 
insurmountable to the end user.  In this paper, we have reported on our research 
project at an integration school with hearing and hearing-impaired staff and 
students where we observed the work practices of the sign-language teachers. 
Through our empirical insights, we have identified domain-specific problems 
within the said practices; explicitly, disruption of lesson delivery due to mundane, 
time-consuming teaching material exchange procedures. This paper contributes to 
the CSCW community through presenting an approach for addressing domain-
specific problems with a middle-ground solution. In addition, we have reported on 
and contributed the resulting outcome of this approach, the case of a data transfer 
system that supports the sign-language teachers’ practices and alleviates their 
issues. The developed system can be read as a tangible representation of the 
contextual issues the sign-language teachers are facing and as a means of a 
reflection on current practices and an articulation of the limitations that constraint 
them. We have reflected on our approach and discussed the resulted case by 
outlining potential new roles for research products, elaborating on long-term 
deployment, and speculating on alternative application domains. As demonstrated, 
middle-ground solutions can be the most optimal ones in supporting work practices 
instead of chasing after the ideal. As the ideal solution, from a research and 
technology advancements’ perspective, might not always be feasible or accessible, 
we argue, that there is a need to also advance middle-ground systems. Researching 
what might not be cutting-edge (from a technological perspective) or ideal (from a 
users’ perspective) requires specific research and design approaches we aim to 
further advance in future research. 
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Abstract. Collaborative ensembles will increasingly involve agents like robots in the near
future. A key part of collaboration is trust. While trust has been mainly studied between
humans in CSCW, trust in human-agent research has been mostly studied in dyadic
formations divorced from the broader context. This exploratory paper critically discusses
previous work on trust across CSCW and HCI-related areas, taking into account recent
practice approaches in CSCW and what they can contribute for understanding trust in
human-agent collaboration. To make better sense of how trust emerges in collaborative
ensembles with agents, we suggest that concepts that have been proposed in the field of
human-agent interaction need to be further explored in real-life settings, while concepts
embraced in CSCW can lead to a more thorough understanding of the situatedness and
dynamics of trust going beyond the attributes of the agent itself.

1 Introduction

Understanding key aspects of collaboration is an important part of CSCW and HCI
research. In the near future, due to technological innovation, we can anticipate that
collaborative ensembles will increasingly involve agents like robots. For example,
as assistive robots are developed for care, collaborative care networks may involve
at least patients, caregivers and robots. An agent, like the robot here, can be defined



as “an object or technology that people interact with as if it is able to act with its
own purposes, motivations, and intentions”1 (Human-Agent Interaction, 2019).

Trust is a key aspect of collaboration, and it has been studied in both CSCW
and in other research with agents. In the CSCW community, trust has been studied
mainly with regards to human-human collaboration. In this context, technology is a
tool through which interpersonal trust can be fostered, without being an artifact or
even a perceived social actor to be trustworthy itself. In other communities, such as
in Human-Agent Interaction (HAI) and Human-Robot Interaction (HRI), the agency
and social role of agents has been taken into account. Given that trust is a key
aspect of collaboration, the aim of this paper is to understand how trust is differently
framed across disciplines, and what CSCW can contribute to trust in human-agent
collaboration.

We consider human-agent collaboration, in accordance with Jung et al. (2018),
as collaborative partnerships between humans and agents in completing tasks that
typically focus on coordinating close, seamless joint activities. However, as also
mentioned by Jung et al. (2018), up to now this research often only focused on
human-agent dyad studies, but interaction scenarios are becoming more and more
common in which one or several robots are deployed in social contexts that involve
groups of people rather than individuals. In the simplest of collaboration scenarios
that involve multiple people, an agent will have to make decisions about how to
distribute resources (e.g. social attention, task support, or physical resources) and
preliminary studies in HRI have already studied the effects of different types of
collaboration formations on human-robot teaming (Brosnan and de Waal, 2014;
Lee, 2018). Different collaboration formations are also likely to impact issues of
trust in human-agent collaboration studies but to date this has not been well
explored, especially in complex real world settings and collaborative formations.

In this exploratory paper, trust is critically reflected on as it is used both in
CSCW and in other work on human-agent collaboration. Conceptualizations of
trust as they are used in human-agent research are critically discussed, taking into
account recently emerging practice approaches in HCI. Our aim is to outline broad
directions for future research, which can then form the basis from which future
studies can be defined and conducted.

The outline of this paper is as follows. In the next section, previous work on
trust in CSCW and HCI will be critically reflected on. Subsequently, a section
elaborating work on trust in agents will discuss agents as social actors and previous
work on trust in human-agent interaction. We then discuss what building blocks
are missing that need further research, and the contributions that CSCW can make
to understanding and developing better human-agent collaboration, followed by a
Conclusion section.
1 http://hai-conference.net/what-is-hai/



2 Trust in CSCW

In CSCW, and related Human Computer Interaction (HCI) research, trust has been
studied in various contexts and mainly on an interpersonal level. Technical artifacts
can be seen as tools entailed in collaborative work or as mediums through which
that work is conducted. In this context, interpersonal trust is either framed as a
key part of collaboration between people, or as occurring between individuals and
political or corporate institutions. For the most part, collaboration is interwoven
with its broader social context.

Trust has been particularly identified as important in computer-mediated
communication (CMC) (Zheng et al., 2002) and virtual work teams (Al-Ani et al.,
2013b; Robert, 2016; Quan-Haase and Wellman, 2005; Bos et al., 2001). In a study
on globally distributed computer-supported work, trust was framed as expectations
of other human parties (Al-Ani et al., 2013a). Individuals’ baseline trust and its
effect on the diffusion of trust in cooperation has been explored (Wang and
Redmiles, 2016), as well as inter-group trust formation (Nguyen and Canny, 2007)
and interpersonal conflict in technologically-mediated settings (Billings and Watts,
2007). In computer-supported crisis management, psychological and social factors
were taken into account, and trust was related to information sharing behaviour in
a crisis response system (Linot, 2018). Lampinen et al. (2016) have also worked on
trust in the context of the sharing economy.

Besides collaboration in work teams, institutional trust has been studied, such
as in e-governance and related to e-participation (Corbett and Le Dantec, 2018;
De Cindio et al., 2007). Further, Wang and Mark (2013) explored trust in online
news, where they compared social media to official news to study trust in
institutional practices. Other interesting work showed how people in a political
conflict zone were able to create a context of trust (Semaan and Mark, 2011). The
use of ICTs helped people to manage their public identity, to conduct background
checks, and to develop collaborative practices. Social interaction through
technology added to the formation of a context of trust, where trust was framed as
a practice. Trust in an institution was also studied in the context of e-commerce
(Kim et al., 2017; Greenspan et al., 2000; Egger, 2000; Garnik, 2004), where
trusting an online supplier is a crucial part of the trust relationship. In related work,
cultural backgrounds have been taken into account (Garnik, 2004), and
prepurchase knowledge besides interface properties and informational content
(Egger, 2000), as well as interpersonal cues to measure affective reactions related
to trust (Riegelsberger, 2003). Other related work has linked privacy and trust
(Crabtree et al., 2017; Hong, 2009). E.g. Crabtree et al. (2017) conducted an
ethnomethodological study of digital privacy practices in homes, and they found
that people were concerned with the impact of the networked world on
interpersonal affairs in they daily lives.

Besides a focus on trust in humans or institutions, properties of computers have
been studied and how they can also foster interpersonal trust. For example, trust
can be affected by choices in the design of a web interface (Marsh and Meech,



2000), and Kostakos and Oakley (2009) explored this through using locative
images. Also, design principles have been proposed to foster trust between
interacting human parties in collaborative work, drawing from ethnographic
fieldwork (Knowles et al., 2015).

In CSCW, contextual knowledge and practices have been taken into account as
essential for trust, and this has methodological implications. The use of qualitative
research methods such as ethnography and ethnomethodology is thus common in
the study of trust, also with an increasing focus on ’practices’. While early
methods in HCI were inspired by psychological sciences involving controlled
short-term, lab-oriented studies, which are according to Kuutti and Bannon (2014)
embedded in the Interaction paradigm, this is not the case in the recently emerging
Practice paradigm. In previous practice-oriented work, the practical
accomplishment and "dynamic and situated ’interactional’ aspects [...] to be
accounted"(Fitzpatrick, 2003, p. 91) was highlighted. Generally speaking, practice
approaches explore "[...] historical process and performances, longer-term actions
which persist over time, and which must be studied along the full length of their
temporal trajectory[,][...] situated in time and space"(Kuutti and Bannon, 2014, p.
3543). Further, the broader context is taken into account, and it is “intervowen
within the practice” (Kuutti and Bannon, 2014, p. 3543).

Qualitative studies have shown how trust is enacted through ongoing practices,
where it is for example operationalized by public officials (Corbett and Le Dantec,
2018). Trust as a practice itself has been worked on in CSCW already in the early
days (Van House et al., 1998), being one of many representatives of the turn to
practice (Kuutti and Bannon, 2014) in HCI.

3 Trust in Agents

Trust has also been explored in situations involving agents. As agents are
becoming part of of collaborative ensembles, previous research has shown that
some agents can be treated and seen as social beings (Coeckelbergh, 2012). In the
process of anthropomorphizing agents, some authors argue that it is possible to
associate human-like characteristics to agents such as benevolence, competence
and integrity. From this point of view, an agent can be perceived as a social actor
(Waytz et al., 2014).

Based on the assumption that agents can be perceived as social, studies have
explored how interpersonal trust occurs in human-robot interaction. In short-term
child-robot interactions for example, van Straten et al. (2018) showed that
interpersonal trust occurred with robots, where interpersonal trust was
distinguished by the children from technological trust. Technological trust can be
defined as “the attitude that an agent will help [to] achieve an individual’s goal in a
situation characterized by uncertainty and vulnerability” (Lee and See, 2004,
p. 51). Further, an agent’s technical properties was one of the reasons for children
to trust robots interpersonally (van Straten et al., 2018).



When reviewing the literature of human-agent collaboration, there are two
integrative models of trust by Mayer et al. (1995) and Rousseau et al. (1998) that
mostly occur (e.g. Martelaro et al., 2016). In the Mayer et al. (1995) model of trust,
trust is defined as the “willingness of a party to be vulnerable to the actions of
another party based on the expectation that the other will perform a particular
action important to the trustor, irrespective of the ability to monitor or control that
other party” (Mayer et al., 1995, p. 712). Trust arises referring to another party’s
ability (i.e. competence), integrity (i.e. adherence to honesty and truthfulness), and
benevolence (i.e. the willingness to protect and support without an egocentric
motive) (Mayer et al., 1995). The model of trust by Rousseau et al. (1998) gives a
definition for organizational contexts that comes up slightly later, where the notion
of social trust is defined as a “psychological state comprising the intention to
accept vulnerabilities based upon positive expectations of the intentions or
behaviour of another” (Rousseau et al., 1998).

Human-agent trust was modeled by Gulati et al. (2018), who take several
properties of both the agent the person into account. A person’s motivation and
willingness are identified as factors having an impact on trust, along with the
perceived agent’s competence, benevolence, honesty, predictability and reciprocity.
In a study with Siri, they show that trust can be affected by how helpful (or
benevolent) an agent is, how competent (or reliable) it is, and how reciprocal it is
to a person’s needs. However, trust is not significantly affected by motivation,
predictability and honesty (Gulati et al., 2017).

Although focusing on dyadic relationships between trustor and trustee is very
common, broader approaches have been proposed as well, i.e. on trust as reliance.
Billings et al. (2012) proposed a three-factor model of trust in robots, including
human characteristics such as ability and personality, environmental characteristics
such as task and team, and robot characteristics such as performance and attributes
(Billings et al., 2012). These three factors have also been identified in a
meta-analysis on trust (Hancock et al., 2011), where the authors stressed that too
few studies have yet been conducted on environmental and human-related factors,
although robot-related factors have been shown to affect trust the most. The
conclusion that robot-related factors are more “influential” on trust is however not
convincing, given the few studies on human-related and environment-related
factors, where the impact is not yet known. Moreover, identifying and adding the
interplay of these factors on one another for trust is still open to research.

Drawing on the model from organizational contexts by Mayer et al. (1995) and
the model on trust in automation by Lee and See (2004), Wagner et al. (2018)
propose a trust model based on risk. They define trust as “a belief, held by the
trustor, that the trustee will act in a manner that mitigates the trustor‘s risk in a
situation in which the trustor has put its outcomes at risk” (Wagner et al., 2018,
p.26:4). Trust is modeled in game-theoretic terms, and similar to what Hancock
et al. (2011) proposed, they highlight three important factors that influence
trust-based decisions, namely the trustee, the trustor, and the situation. The model
was also tested in an emergency experiment by Robinette et al. (2016), where



people tended to overtrust the robot despite half of them observing the same robot
performing poorly in a navigation guidance task minutes before.

Based on the three-factor model by Hancock et al. (2011), Hoff and Bashir
(2015) have also suggested a three-layered model in which these factors contribute
to dispositional, situational and learned trust (Hoff and Bashir, 2015). They
pointed out that age, gender, culture and personality differences are components of
dispositional trust, where they reflect an individual’s overall tendency to trust in
automation. Situational trust is shaped by internal and external variability, such as
self-confidence, mood, type of system, perceived risks, task difficulty and
organizational setting. Learned trust includes an operator’s evaluation of a system
based on past experience or the current interaction, and it is shaped by preexisting
knowledge, system performance and design features. The three factors add to a
person’s reliance on a system, where they can change with the course of a single
interaction (Hoff and Bashir, 2015). According to this model, trust affects a
person’s willingness to rely on a system, which can potentially change through
dynamically learned trust, i.e. interaction experience. The latter is affected by
system performance and design features. Furthermore, it is acknowledged that
situational factors that are not related to trust also affect perceived reliance. What
is however not acknowledged is how other factors may change over time, and how
they affect one another not only through interaction, but also through other
everyday life practices.

A limitation to many studies on trust in human-agent interaction and
human-robot interaction so far is that they have mainly been performed in
laboratory or experimental settings (e.g. Rossi et al., 2017; Agrawal and Yanco,
2018). This is understandable due to technology readiness levels to date. However,
there are some studies that are starting to be performed in real-life settings, such as
with senior citizens in care facilities and domestic environments (de Graaf et al.,
2015; Klamer and Allouch, 2010; Tsiourti et al., 2014; Wada and Shibata, 2007;
Wada et al., 2005, 2004; Broadbent et al., 2016). These studies mainly focus on
agents as companions indicating positive effects on health and psychological
well-being of people with respect to mood, loneliness and social connections with
others. To our knowledge though, none of these studies focused on trust or
collaboration per se, instead focussing mainly on acceptance aspects of the agents
and derived implications for design.

4 Discussion

CSCW has a body of research on trust, focusing on computer-supported
collaboration between humans. However, agents will increasingly become part of
collaborative ensembles in the near future, such as in mixed human-robot teams in
care contexts. Therefore, both taking into account agents as collaborative actors in
different group formations, and exploring trust in agents in various collaborative
settings, are important for understanding current and future collaboration.



As summarized in Table 1, we can broadly characterize some key differences
in research on trust across different communities. For trust in CSCW when taking
into account the broader context, trustees are mostly humans or institutions such as
companies or governmental organizations, whereas in HAI and HRI, the trustee is
the agent. A research gap for trust is the incorporation of agents as part of
collaborative ensembles, where humans and institutions as well as agents can be
trustees. For collaboration, trust in CSCW mostly refers to trust in human-human
collaboration, often as part of larger ensembles, whereas in HAI and HRI, the
focus is on human-agent collaboration, often as part of dyadic interactions. It is
likely that different group formations with agents will have a different impact on
trust, which is yet open for research. Regarding the study context and focus, trust
in agents has so far largely been conducted in lab-based experiments asking
questions around interactions, acceptance and so on, while CSCW research on
trust has been conducted via field studies of everyday settings, trying to understand
everyday practices and situated actions in complex contexts.

Trust in Context Trust in H-A Interaction
Trustee Humans, Institutions Agents
Collaboration Human-Human Human-Agent
Study Context Field studies Lab Experiments
Focus Practices, Contextual Knowledge Interactions, Acceptance

Table I: A broad characterisation of trust across different research communities.

As agents such as robots are likely to increasingly become part of collaborative
ensembles in real-world settings, we argue that the CSCW field has much to
contribute to HAI/HRI research, to take into account the complexity of dynamic
environments for trust in agents. While lab-based studies can be fruitful for
studying an interaction itself, we would gain important practical knowledge from
taking contextual aspects and changes over time into account and how these relate
to trust. For example, starting with the model proposed by Billings et al. (2012),
we could make use of taking several aspects like environmental, person-related and
agent-related factors into account and study how they dynamically affect trust.
Furthermore, the three-factor model proposed by Hoff and Bashir (2015) involves
temporal trajectories, where trust is dynamically co-shaped by interaction
experiences. However, this approach has to our best knowledge not yet been
applied to real-life settings with agents with regards to how everyday practices
interrelate with learned trust and other factors that are part of the model. The many
years of CSCW research studying collaborations over time and exploring notions
of trajectories Fitzpatrick (2003) may have much to contribute here. We also argue
that CSCW can broaden its concerns to also consider the role of agents in
collaboration.



In support of our argument to include contextual knowledge in future research
on trust in agents, theoretical work has pointed out that trust is not a “dyadic
phenomenon between two isolated actors; there is usually always a context and a
history, and there are also other actors that matter” (Möllering, 2006, p. 9). This
relates to more recent HCI research, where practice-oriented approaches have been
emerging (Kuutti and Bannon, 2014). Framing trust as it is enacted through
ongoing practices as proposed by Corbett and Le Dantec (2018) or as a practice
itself (Van House et al., 1998) is also a possible direction to go in to better
understand the situatedness and dynamics of trust in collaborative ensembles that
involve agents.

5 Conclusion

CSCW has a body of research on trust in computer-supported collaboration and
relationships. However, agents will increasingly become part of collaborative
ensembles in the near future, which should be taken into account in future research
on collaboration. As trust is a key aspect of collaboration, trust in agents must be
further explored. Despite research on the topic in other fields such as HAI and
HRI, there is no agreed concept of trust in agents, and trust has been studied
mainly as a psychological state or intention divorced from its context. Opposed to
earlier interaction approaches, CSCW and HCI are strong in understanding the
importance of collaboration in context, also embracing more practice-oriented
approaches in recent years. In order to understand the complexitity, dymanics and
situtatedness of trust, trust in agents may be better framed as interwoven with
everyday practices, where CSCW can have a key role in conceptualizing and
exploring how trust is part of collaborative ensembles that include agents.
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Abstract. Pokémon GO is one of the few location-based mobile games (LBMG) which 
gained popularity all over the world. It increases physical activity when players are 
walking around catching Pokémon. It also shapes the players’ sense of place and 
increases their social interactions. This exploratory auto-ethnographic study seeks to 
provide a first glimpse at how players appropriate different tools to inform themselves, 
collaborate with other players to catch or trade Pokémon and fulfill tasks inside the game 
together with a worldwide community. Results indicate that young adults learn how to 
organize catching events, arrange raid sessions, and collaborate within the Pokémon GO 
world and outside in the real world. This implies that the observed skills resulting from the 
gamification design elements of Pokémon GO can be transformed into the work life of 
young adults. Our explorative paper tries to pave the way for other research. 

Introduction 
Over the past decade smartphones have become ubiquitous, people use it all day 
long to inform themselves, to watch videos or play games. In addition, these 
devices have a huge number of sensors such as GPS, gyroscopes, and cameras 
which collect data about the usage of the smartphone and also about the users’ 
surroundings. Based on these data, the smartphone can provide information about 
the environment such as restaurant recommendations or the shortest route to a 
location. These capabilities open many opportunities for developers to build 
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applications using the sensors to provide an immersive experience compared to 
traditional playing (in front of a computer or console). This leads to the creation 
of location-based mobile games such as “Ingress” (Chess, 2014) or “Insectopia” 
(Peitz, Saarenpää, & Björk, 2007). These games use the GPS-sensor of the 
smartphone to map real-world movements into the game: Players have to go to 
certain places where they can interact with the surroundings on their smartphone, 
for example, capture an arena, collect items or fight against other players. 

One of the most successful location-based mobile games is Pokémon GO with 
over 65 million monthly active users where the majority of the players (78%) are 
between the ages of 18-34 (‘93 Amazing Pokemon Go Statistics’, 2016). 
Pokémon GO follows the tradition of the Pokémon anime and games, where 
players catch animal-like beings, the so-called ‘Pokémon’, and train them to 
battle others in the game. Pokémon GO goes one step further and lets players 
catch these Pokémon in real life on their smartphone or tablet. They can team up 
with other players and walk around in the real world where Pokémon will appear 
from time to time. The combination of a well-known and powerful brand 
(Pokémon) and the augmented reality (AR) experience of the game lead to the 
success story, and made even players who hadn’t played any mobile game in the 
past, start to catch Pokémon (‘Analysis of Pokémon GO’, n.d.). 

Most of the previous studies focus on different aspects such as movement 
(Andone, Blaszkiewicz, Böhmer, & Markowetz, 2017), physical activity (Althoff, 
White, & Horvitz, 2016), engagement (Pyae, Luimula, & Smed, 2017), game 
mechanics (Tong et al., 2017), and social interactions (Paasovaara, 
Jarusriboonchai, & Olsson, 2017). Here we follow the traditional Computer-
Supported Cooperative Work (CSCW) approach and observe how players 
appropriate new tools to gather information, collaborate with other players and 
acquire new skills.  

Our research question tries to provide exploratory impressions about the issue 
of collaboration in a massive single player game with geolocation and multiplayer 
elements, in terms of 1) how do players especially young adults interact with each 
other to achieve their goals and 2) how can these collaboration patterns and skills 
be used and transferred in the work-life. These questions are not covered in detail 
in this paper, but provide first glimpses for future research. 

Pokémon GO 
In Pokémon GO players try to catch Pokémon, which will spawn when players 

start the smartphone app and walk in real-time through their neighborhoods or the 
outside world in general. One goal is to catch and collect a diversity of Pokémon. 
Based on the anime series, there are different fictional areas (e.g. Kanto, Hoenn, 
Johto) with different Pokémon. While walking through the real world, players 
will reach Pokéstops and visit Gyms in the Pokémon world. These locations are 
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virtual places where players can obtain items such as health potions, eggs, or 
Pokéballs about every five minutes or fight with other players or so-called raid 
bosses, i.e. a variety of Pokémon that control a Gym for a certain span of time. In 
addition, Players also have the opportunity to hatch eggs. These eggs are 
randomly collected at Pokéstops and hold rare or stronger Pokémon. They can be 
hatched by walking a fixed distance (2km, 5km, 7km, 10km).  

One of the few multiplayer functions is the opportunity to fight other players at 
Gyms. Players can conquer these places and leave Pokémon inside the Gym. 
These Pokémon will defend the Gym against other players and the owner receives 
experience points and other rewards. 

The latest updates added some new features to the game like trading Pokémon, 
battling other players in different leagues, or taking pictures of Pokémon and 
sharing them. The long-awaited feature to exchange Pokémon with others enables 
players to first become “friends” with other players. There is also a level-up 
system between this concept of friends. After the players accept the invitation to 
be friends, they can enter a virtual room to exchange Pokémon. To do so, they 
need to be in close distance to each other. Trading is also costly, and some trades 
can only be effected once per day.  

 
Figure 1: (Left) Game environment, (Middle) Pokéstop, (Right) Gym with a Raid Boss Pokémon 

Another important update was the Raid System. The Raid System extends the 
current Gyms by spawning very strong (and sometimes rare) Pokémon, called 
Raid Bosses, at these Gyms some of which can only be defeated when several 
players collaborate. The winners are awarded with the opportunity to catch the 
defeated Pokémon. A special version of these Raids is an EX-Raid. Players 
having attended several raids on one gym, have the chance to receive an invitation 
to an EX-Raid at a specific time and date. Only these players can fight against a 
very rare Pokémon and perhaps catch it after a victory. Raiding in groups is rather 



 4 

weakly organized within the game as every player belongs to one of three teams 
(called Valor, Mystique, and Instinct, or Red, Blue, and Yellow). For raiding 
efficiently players can join “private groups” in order to increase their chances for 
catching the raid boss. Successful high-level raids inevitably require three or more 
players to be at the real-world place of the Gym. Although players are in fact 
informed about raid times and places in their vicinity, there is no guarantee that 
other players will be around and join in. 

Niantic, the software development company of this game, also introduced so-
called ‘Community Days’ (CD) to the Pokémon GO world. On a special day, the 
appearance of a special Pokémon increases. This event usually attracts very many 
players, who then walk through the city together and try to catch the special 
Pokémon (see Figure 2). Apart from CD the game also has ‘special raid weeks’, 
‘lunch break events’ or ‘Pokémon GO Fests’. Those fests attract more than 
100.000 players per weekend and take place in cities like Yokusuka (Japan), 
Chicago (USA) or Dortmund (Germany). For 2019 an Earth Day Event will be 
organized to engage players in removing garbage from their real environment. 

Successful raids or attacks at gyms require strategic thinking about what 
others, including the manufacturer, are thinking or will be doing. So metagame is 
an integral part of Pokémon GO and has important implications for the 
interactions between players. 

 
Figure 2: Players during a Community Day. 
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State of the Art 
In this study, we look at how (young) adults collect information and communicate 
with each other in communities; as another aspect, collaboration is generally 
relevant in games (such as online games, but also location based mobile games) 
and in particular in the game studied here, Pokémon GO. 

(Young) Adults and Communication 

Nowadays young adults regularly use a broad variety of mainstream 
communication tools – including social networking sites (Boyd, 2014), text, and 
instant messaging (Anandarajan, Zaman, Dai, & Arinze, 2010; Bouhnik & 
Deshen, 2014), cell phones (Alison Bryant, Sanders-Jackson, & Smallwood, 
2006) and video calling (Buhler, Neustaedter, & Hillman, 2013) – in their 
everyday routines. Choi et al. found out that convenience plays a big role in the 
introduction of new instruments and technologies, convenience means above all 
availability at home, on the road and at work (David Choi, Chen, Wu, Lauterbach, 
& Balakrishnan, 2015). The study by Bouhnik et al. observed the challenges of 
integrating WhatsApp into classrooms. In particular, not all students could afford 
smartphones, the unpleasant interaction between students and the use of informal 
language were identified (Bouhnik & Deshen, 2014).  

There is a long tradition in the CSCW research community to investigate how 
technology can be used to support collaboration in the workplace. Previous 
research has looked at the factors, that make the introduction of groupware 
unsuccessful, have discovered that the tools often do not fail due to technical 
problems, but due to a lack of understanding of the work environments that 
should support them (Grudin, 1994). Previous studies have shown that individual 
awareness and group activities are crucial for successful collaboration (Dourish & 
Bellotti, 1992). Bødker et al. took a closer look on an urban organic food 
community and examined the different artifacts that this community used to 
support their practice form; the authors describe it as ‘community artifact 
ecology’. This concept is helpful and important for CSCW, since it ‘enables 
framing of the between communities and technologies beyond the single artifact’ 
(Bødker, Korsgaard, & Saad-Sulonen, 2016).  

Collaboration in Games 

From the very beginning of video games, researchers were fascinated by the 
psychological and behavioral results of games and sought to understand the 
design characteristics responsible for the rich and varied motivational experiences 
and behavioral effects of games (Dongseong Choi & Kim, 2004; Yee, 2006). The 
first generation of LBMGs was mainly focused on serious applications, with a 



 6 

focus on educational outcomes. The following generations have shifted the 
emphasis to playful attitudes and the social side of gaming (Hjorth & Richardson, 
2014). This can be observed in particular in the context of online games that use 
the Internet to bring players together. In these cases, the collaboration seems to 
develop effortlessly between people who may not even have had previous 
connections (Cole & Griffiths, 2007; Yee, 2006). Here studies could show that 
the players especially enjoy the social interaction and cooperation in such games 
greatly (Yee, 2006). The study by Marker and Staiano (2015) showed that 
cooperative game aspects lead to higher engagement with the games or game 
systems than competitive approaches and lead to weight loss in overweight 
adolescents, but they also highlight that the aspects of cooperation and 
competition has to be examined in future gaming interventions (Marker & 
Staiano, 2015). In addition, work by Taylor (2008) highlight that users of online 
games are ‘pushing back against simplistic notions of gaming as a form of passive 
media consumption’ (Taylor, 2007, p. 122). 

This brief insight should show that active cooperation and collaboration add 
value to games and that companies have a strong focus on providing players with 
a good gaming experience, including contact with other players. 

Pokémon GO 

The majority of literature dealing with Pokémon GO focuses on the influence of 
the game in terms of physical activity (Althoff et al., 2016), engagement (Pyae et 
al., 2017), game mechanics (Tong et al., 2017), and social interactions 
(Paasovaara et al., 2017). Recent literature also observed the sociability Pokémon 
GO and contrasted their results with another location based mobile game 
(LBMG) and emphasize “the importance of socialization’s impact on making 
games a part of everyday life practices of the players.” (Tokgöz & Polat, 2018, p. 
9)  

The study by Comunello and Mulargia tried to understand inter-generational 
interaction in the game and see Pokémon GO as “an environment that can 
potentially host meaningful interactions.” (Comunello & Mulargia, 2017, p. 238) 
In a different study, the researchers analyzed data from mobile networks and 
present the effects of Pokémon GO on the “pulse of the city”, which lead to more 
people being outside at different times and in people who were adapting their 
daily routines to the game play (Graells-Garrido, Ferres, Caro, & Bravo, 2017). 

Pokémon GO affects the lives of many LBMG players on multiple levels. The 
social aspects are especially important, leading to more contact between players 
(which other games like Ingress have done as well) and beyond age limits. But so 
far only few studies have looked at the communication behavior and collaboration 
potential of the players and of the game itself. In particular the surrounding 
ecosystem of different tools (e.g. Blogs, Chat-groups, YouTube channels, maps, 
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discussion boards, messenger apps etc.) has not yet been investigated in any 
study. 

Research Gap 

We situate this explorative study between the communication behavior of young 
adults in their everyday life and collaborations in games and how these insights 
could be transformed into work life. Many studies have already addressed the 
collaboration aspect in online and offline gaming, but with the appearance of 
Pokémon GO, for the first time there is a LBMG which has reached a critical 
number of players (more than 5 million active players a day) and, in addition, has 
developed an ecosystem of tools used by the community (community artifact 
ecology).  

Methods 
For our exploratory study we used different methods to understand the research 
setting, the players (ourselves and other players) and the in-game collaboration 
patterns in-between players. An auto-ethnographic approach combined with 
qualitative methods should hence be appropriate to come to some first 
observations and insights into the relationships between gaming practices and its 
possible effects and implications on work life. 

Auto-ethnographic Research 

Auto-ethnography includes a reflexive and analytic account of personal 
experience and tries to connect this experience to wider social and cultural groups 
(Ellis & Bochner, 2000; Holman Jones, 2007). This method can be applied more 
rapidly to gain insights faster – the investigator inherits two roles: the informant 
‘insider’ and the analyst ‘outsider’ (Cunningham & Jones, 2005).  

The auto-ethnographic approach is justified since both authors are active 
players since the release of the game in July 2016, utilize different tools, and 
apply metagame strategies. The first author is an active member of several 
WhatsApp-Groups (three in total, with each of them for different purpose: Raids 
in two different cities and Pokémon GO task group), a Telegram channel (with 
general information about current developments in the game), follows Twitter 
users and also YouTube channels. The second author is also playing on a daily 
basis, but not active in any group or following someone on Twitter or YouTube. 
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Qualitative Methods 

Besides observing how we interacted with other players, we also participated in 
chat groups and conducted informal conversations when attending raids or 
community days, therefore we adapted the Participatory Action Research (PAR) 
approach (Kemmis & McTaggart, 2005). Our results are based on empirical data 
collected from observations and informal conversations with actors participating 
in raids or other Pokémon GO events. Here, we were talking to and observing 
more than 30 players, with the age ranging from 14 to 69 years. About ten (age 18 
to 28) of these players were tracked over a longer period of time online 
(WhatsApp) and offline, during community days and raid activities. All of them 
were aware that we use the provided information for research purposes. These 
empirical findings helped us better understand how the other players acted and 
appropriated different tools. 

Data Analysis 

Over the last six months we critically observed how we as players interacted with 
other players in the online and offline world. Therefore, we played on a daily 
basis, where the duration of the playing session differed each day depending on 
the given time, the group activities and special events. The majority of the time 
we were playing alone to catch and hatch Pokémon, but the first author was also 
monitoring the different WhatsApp-Groups to attend raid activities. 

Field notes were written about these experiences every few days to capture the 
most important insights and screenshots of messenger chats as well as 
information channels to help us understand how information flowed from one 
channel to another. We then applied a thematic analysis to identify patterns of 
collaboration between Pokémon GO players. To achieve this, we first identified 
the different ways and tools, how players gather information and share with each 
other. 

Afterwards, we tried to understand how these tools and the behavior of the 
players are intertwined with each other. We continue to monitor the group chats 
as well as blogs, Twitter, YouTube and social network postings of the individuals 
we encountered. 

The collection of additional data (observations and informal conversations) 
confirmed the autoethnographic observations. It can be stated that 
autoethnography is a practical first step for understanding the activities and 
behaviors of users, enriched with additional empirical data these findings can 
provide a first glimpse into a new setting. The authors don’t consider themselves 
as ‘young adults’, but use the same methods and tools as the younger players of 
Pokémon GO. Especially since the research focus of the authors circles around 
CSCW, this helps grind up the results correctly. 
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Findings 
The following chapters describe first the different collaboration and information 
tools available to and used by players. Not all players use these tools, yet they 
obtain the same information in different ways. 

Collaboration and Information Tools 

WhatsApp. The first author was invited to participate in different WhatsApp-
groups for his hometown. Pokémon GO players utilized the groups to inform each 
other about current developments of the game itself, about current or up-coming 
events such as Pokémon GO Community Days or strategies for raiding. Many 
players don’t post much in the chats, but still use this opportunity to attend raid 
fights and get to know other players. While waiting for raid fights to start players 
usually discuss strategic or tactical aspects of how to approach the raid boss or 
they trade Pokémon.  

Telegram. The chat app Telegram allows users to create channels, messages 
can only be spread across such channels. The Pokémon channel was used to 
receive the latest information about e.g. future events, updates and Pokémon 
sightings. The latter was particularly important for users who don’t use Twitter or 
are not members of WhatsApp groups, since Telegram channels work without any 
invitation. Apart from that Telegram has features for polls and also access to 
Google maps for locating Gyms and Pokéstops. 

Twitter. Players follow the official Twitter account of Niantic and many high-
level players inform their followers about their daily activities or on how they 
achieved their high-level scores and on strategies for fighting in raids. In addition, 
Niantic’s twitter account tweeted about the game and in-game developments and 
achievements (e.g. how many specific tasks, called ‘research quests’ were 
successfully finished). 

YouTube. In the last two years, many Pokémon Go players started their own 
channels to broadcast their daily activities: hatching eggs, catching rare Pokémon, 
attending events or soloing high-level raid bosses. These players also speculate 
about future developments like subsequent Pokémon generations or the meta 
relevance of defense and attack Pokémon.  

Forums and Blogs. Several forums and blogs focused on collecting and 
providing information around Pokémon Go. Many of these websites create 
infographics about raid fights (e.g. which Pokémon has the best attacks against 
certain raid Pokémon) and also rely on the players to gather information about the 
appearing spots of specific Pokémon (especially of rare Pokémon). Websites like 
‘pokemongohub.net’ or ‘pokemongo.gamepress’ provide databases, wikis and 
tools for calculating internal values of Pokémon, their combat power or catch rate. 
These blogs focus on a broad variety of topics such as commercial interests of 
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Niantic, dissimilarities between rural and urban areas in terms of catching rates, 
availability of gyms, Pokéstops and other players. In some cases, these forums 
also present results from analyzing the code of every update of the game. 

Collaboration Patterns 

Existing Friends and In-game Socialization. The majority of players, but 
especially young adults, caught Pokémon with their real-world friends who were 
also playing the game. They used their usual chat application to organize their 
walks and meetings. This changed with the introduction of raids: players have to 
fight in larger groups against Raid Bosses. The line between offline and online 
friends blurred. Players knew more about their chat partners in the group chats 
(e.g. a father posted a picture of his newborn, others posted about power outages 
in the city) and met for the first time during the raid fights in real life. For 
community days, players made a walking plan to reach out to as many Pokéstops 
and gyms as possible in order to catch Pokémon.  

Raid vs. EX-Raid. The introduction of raids increased the social element of 
Pokémon GO. Players had to cooperate in groups now to win against the Raid 
Boss. For this reason, many new chat groups were established by young adults for 
raid organization purposes only and invited the older players to these groups. 
Players posted pictures of Raid Bosses and asked for help, others asked for 
joining in the event and meeting at the raid location. EX-raids however needed a 
little bit more planning in advance. Players had to be active for a full week in 
several raids to receive an EX-raid invitation for some specific date, time and 
place. The exclusive participants of such EX-raid groups chat about and post 
screenshots of their EX-raid passes and organize meetings around the gym where 
the EX-raid will happen. As players receive invitations to different EX-raid 
locations, chat communication was sometimes quite confusing and produced 
meta-communication for clarification. 

Gym Fights. Gym fights can be mastered solo, but as more in-game coins can 
be earned by taking and holding a gym for a longer time, the players started to 
coordinate. Players posted in group chats which gyms they had taken and asked 
other players not to fight them. However, you must be kicked out of a gym to 
receive the bonus coins. That's why the gyms were released later by the other 
players.  

Trading Pokémon and Gifts. Another important update that strengthened the 
bond between the players was the ability to trade captured Pokémon with each 
other. Players first added their real-world friends as in-game friends. But through 
the activity in the group chats, lists of player IDs were created to make it easier to 
make new friends in-game. It is also important to maintain these in-game 
friendships so that you can get different bonuses. In-game friendship also led to 
forms of organizing when to open or send gifts to each other. These presents 
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contain items and the more often they are exchanged the higher the level of 
friendship gets which in turn leads to increased chances of catching Raid bosses. 

Exchange of Information. Participants who subscribed to YouTube channels 
shared their knowledge of how to best catch Pokémon. Twitter users, who were 
usually below 25 years old in our study group, shared screenshots of the official 
Pokémon Twitter account. Infographics shared on Telegram were also uploaded 
to the WhatsApp groups. WhatsApp was the central organizational tool where all 
information was collected. Due to the large size of the groups, there was always 
someone who could answer questions quickly. Also, tips were exchanged about 
tools that help catch Pokémon (although a few are not officially allowed). Here 
especially the young adults were using all of these tools and other social 
networking sites besides WhatsApp. 

Going beyond Pokémon. Younger adults, who are more experienced using a 
smartphone helped older players in troubleshooting with their smartphone during 
raid fights or community days, even without knowing each other for a long time. 
Connecting with new people was an important aspect for many players. 

Discussion 
The discussion aims to highlight two aspects that might be relevant for work 

life: Collaboration and transferability of IN-game skills to the working 
environment. These are just some first tiny aspects which need further 
investigation, but might play a major role for young adults who just transferred 
into work life. 

Pokémon GO and Collaboration 

Collaboration was an important aspect in the game to successfully catch all 
Pokémon, as well as reach higher levels. It could be observed how experienced 
players took the new players under their wing and invited them into the groups. 
This is about the dissemination of information and also about forming effective 
strategies for advancing in the game. At the beginning these new players were 
mostly quiet and not very active in the chats. Through the social aspect (Tokgöz 
& Polat, 2018) of Pokémon GO, there was a lot of real-life exchange during the 
individual raid fights at the gym. Here the players were supposed to talk to each 
other so that there was no confusion and everyone had the chance to participate in 
the raid. Less experienced players are often given advice when it comes to 
selecting the optimal set of Pokémon for a fight or when investments of resources 
into the capabilities of certain Pokémon are at stake. At the same time, the group 
chats were also used to keep players who weren't there yet up to date, this 
collaborative behavior was already apparent in early online games (Yee, 2006).  
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Other collaboration opportunities were seen during the capture of gyms. 
Players formed smaller groups to occupy and defend multiple gyms in order to 
receive the bonus. These were mainly groups of players who already knew each 
other from the real world, who were then spontaneously enlarged by other, 
players, who were also active in the chat groups. 

Pokémon GO and Work Life 

Many of the skills acquired during the game play of Pokémon GO can be 
transferred into the work life such as gathering information, strategic capabilities, 
social aspects, communication and flexibility.  

Information plays a major role in the working world, but also in the Pokémon 
GO world. Players use several ways to collect information (such as the location of 
a rare Pokémon, which tools are available and which Pokémon helps against 
certain opponents) and then bundle and process it. By providing this processed 
information to other players, they could strengthen the whole team. The 
information is quite complex in nature here: there are hundreds of different 
Pokémon, each belongs to one or two types out of 18 different types. Each 
Pokémon has internal values (attack, defense, stamina), two different types of 
attacks out of more than one hundred attacks in total etc. Attacks take different 
spans of time for loading and unloading etc. The properties of the Pokémon are 
interrelated and partly even dynamic (random attack boosts, influence of the real-
world weather etc.). So, some of the Pokémon’s behavior can be predicted from 
knowledge about its properties and some cannot because of randomness. And in 
between determinacy and randomness there are some behavioral aspects of 
Pokémon which are probabilistic. Experienced players know about the probability 
distribution of such behavior and instruct younger players about how to increase 
e.g. the probability of catching certain Pokémon. In a nutshell, information in 
Pokémon GO is quite dense, partially certain, highly interconnected and transfers 
apparently best when being demonstrated in situ (e.g. there is a catching trick one 
can read about on websites or watch on YouTube, yet a real-life demonstration 
seems to be more effective for learning it).  

Another aspect is social skills: integrating into an existing team, making new 
friends and contributing to the overall goal. This could be seen at community days 
and raid fights, when several players, that had never seen each other before, 
formed groups. Pokémon GO players form a highly diverse set of people, with 
different lifestyles, differences in age, gender, occupation or life-worlds 
(“Lebenswelten”) so-to-speak. So communicative skills are needed for addressing 
shared goals or getting information for one’s own goals. This includes the ability 
to quickly form a team to perform certain tasks successfully, which is also 
relevant to both areas, Pokémon GO and the world of work, where an event often 
requires a quick response. This aspect is especially important in today's 
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increasingly complex and flexible work environment: employees need to be 
reachable through multiple communication channels (e.g. email, but also 
messenger and social media). By being part of a community artifact ecology 
(Bødker et al., 2016) players experience the overlapping ecologies of using 
different tools, discussing topics in related communities and observing the 
evolution of these communities. 

Limitations and Future Work 
This auto-ethnographic should provide a first glimpse at how collaboration 
between players and especially young adults in the realm of Pokémon GO 
happens. Since only the findings and experiences of two players and their 
observations of the real-world activities and chats are analyzed, this study is 
neither representative nor systematic for all players and for all their different 
goals and motives.  

Future research should include more players with differences in age, 
educational, social and economic background. Especially young adults who just 
started their work life and are Pokémon players as well. In particular, qualitative 
methods such as semi-structured interviews and participatory observations should 
be used to gather meaningful insights. While we tried to focus on young adults, 
the majority of the results are based on the observations and talks with all player. 

Conclusion 
Our study wanted to show how Pokémon GO established ways of collaboration 
between players which can be transformed into work place contexts. Especially, 
reacting to time critical events (e.g. raid fights) or planned events (e.g. EX-Raids), 
where players gather rather quickly for fighting a Pokémon which would be too 
strong to be defeated alone. In addition, the players are building private groups 
during the raid process according to the team memberships and are helping each 
other afterwards to catch the raid boss.  

Young adults’ appropriate different tools and platforms to gather information, 
distribute them to other players and organize events to catch rare Pokémon. 
Especially older users are not familiar with many of these tools and platforms and 
profited from the skills of the younger ones. These skills are essential in a fast 
moving and flexible work environment and therefore helpful for the company if 
they could be integrated in the company’s communication and organization 
infrastructure. 
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Abstract. This paper presents some exploratory reflections on flash fiction as a possible 
method to spark discussion and collaborative interpretation of qualitative research data. 
A growing body of work in HCI and CSCW examines the potential of techniques used in 
creative writing and creative fiction to generate design concepts, and narrative data 
analysis is adopted by social science using creative writing techniques for qualitative data 
work. Here we discuss our experience of an exercise where flash fiction was used not as 
a technique in support of design (which has been done before in human-centred 
computing), but as a means of probing data and facilitating collaborative data work 
among researchers. We reflect on the experience and outcomes of the exercise and also 
discuss exploratory ideas regarding how creative writing techniques could be further 
explored in human-centred computing as a way to probe findings from empirical data, 
particularly for collaborative teams.  

Introduction and Related Work 
Methodological innovation in CSCW and HCI is very often concentrating on the 
design phase of the technology development process, and the process of design 
itself is usually the focus of experimentation with research methods (usually 
adapted from other design disciplines and from creative practice fields, such as 
the performing arts) to spark creative ideation (Wright and McCarthy, 2004). In 
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between the requirements gathering phase and the design phase sit techniques 
such as Cultural Probes (Gaver, Dunne and Pacenti, 1999), which have the goal to 
gather input to inspire design and are a design method in itself, not a user research 
methodology as such.  

On the other hand, methods for collecting, analyzing and mining empirical 
data tend to be much more traditional and slow to change: whether field 
ethnographies, or controlled experimental studies, or surveys or questionnaires, 
the techniques that CSCW and HCI researchers use for data gathering are very 
consolidated ones, and so are those for analyzing and making sense of the data 
(i.e. statistical analysis and/or qualitative data analysis), with little in the way of 
innovation and experimentation. This, of course, makes sense in light of the 
pursuit of scholarly rigor where ensuring the validity of a study is a priority to 
satisfy research funding terms and peer-reviewers, and a core necessity in order to 
base the design of systems on strong empirical evidence and clearly identified 
requirements. However, at the same time, as a community we are perhaps missing 
out on opportunities for methodological innovation beyond the focus on design, 
and relating to more on how we make sense, internalize and respond to data. As 
the goal of CSCW and HCI research is usually that of impacting on digital 
systems (whether by designing them, evaluating them, or investigating how they 
shape people’s practices), there is space to explore additional and/or alternative 
ways to reflect on user data and in doing so providing additional bridges between 
data and requirements collection and creative ideation.  

Methodological innovations in user research in CSCW are usually tied to 
systemic shifts in the discipline, for example the argument in favour of field 
research in the early 1990s that introduced ethnographic approaches into a 
community that had predominantly worked in (experimental) labs up to that point 
(Bødker, 20015). As part of these lines of disciplinary growth, another example is 
how techniques with strong storytelling focus (such as scenarios and personas) 
have become established part of envisioning methodologies leading to design 
concepts and prototypes (Carroll, 1995). Scenarios are narrative descriptions of 
intended user interactions and experiences that have not yet been realized, 
depicting also the situation of use, features of people involved, etc. They are used 
to both communicate ideas within a team and brainstorm around how digital 
interactions could take place in a particular setting, or with the involvement of 
different people, before any prototyping or testing is done (Carroll, 1995). 
Personas are rich descriptions of realistic –albeit fictional- characters intended to 
embody various characteristics of expected real-world users (e.g. different age, 
role, technical skills, nationality, etc.) so to represent various intended user groups 
in less abstract terms (Grudin, 2003). Personas have often been critiqued for they 
can reproduce assumptions or even stereotypes associated to a user groups 
(Putnam et al, 2009), and can represent and reinforce the “othering” of a certain 
community (see Cabrero, Winschiers-Teophilus and Abdelnour-Nocera, 2016). 
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These techniques are grounded in elements of storytelling, however they do not 
lead to fully fictional outcomes. Rather, they blend realistic elements based on 
actual situations of technology use or actual user groups with some imagined 
characteristics, which tend to be all the same realistic and achievable. 

In relation to design, several fiction techniques have been used to generate 
fully speculative outcomes. Notable examples are Critical Design Fiction and 
Speculative Design Fiction (Dunne and Raby 2013; Auger 2013; Brown et al 
2016; Comber et al 2018), which have been widely adopted in interaction design. 
In this case, the goal is not to represent a near-future, realistic scenario of use, but 
rather imaginary and provocative situations, which can be used to probe the 
impact and role of digital technologies beyond the realm of what is considered 
possible and beyond the focus on providing a solution to a problem (Blythe, 
2014). 

Care and attention towards the narratives of data and the narratives of design 
elaborations signal the key importance of stories, plots and characterization in the 
HCI and CSCW field. Blythe (2014) argues how storytelling and narrative 
approaches have not very often embraced fiction creation: as Blythe notes, 
scenarios are usually based on findings pertaining to real people and on other 
factual bases. More recently, several HCI researchers have explored the potential 
of methods and techniques commonly used in creative fiction for imagining and 
discussing novel design and interaction concepts. A notable example is design 
fiction (Sterling, 2009; Linehan et al. 2014; DiSalvo 2012; Blythe and Wright 
2006; Smit et al. 2018), which has been examined as an approach to explore both 
technical and interactional aspects of prototypes, and issues and open questions 
around technology use (Blythe, 2014; Hales, 2013; Linehan et al., 2014). 
According to Blythe, fiction stands on a different plane compared to other 
narrative techniques such as scenarios: 

Television and film scripts are also usually written in the present tense. Other forms of 
fiction, like novels and short stories, seldom are, so why this difference? Perhaps because, 
scenarios, like scripts, are in a process of becoming: they are there to be made into something 
else. A scenario is part of a process, a fiction exists in its own right. Perhaps for this reason 
also scenarios do not end, rather they stop, they are not resolved. For resolution to occur a 
conflict must be worked out and this is another structural difference between scenarios and 
fiction. 

(Blythe 2014, p 4) 

In more recent years, there have been attempts to develop and apply 
“hybridized” techniques blending scenarios and fictions, mainly as a way to 
question design values (see, for example, Muller and Liao 2017). Advocating a 
role for fiction is a provocative position to hold, in a space where there is constant 
preoccupation with process, impact and translation into functionality, and indeed 



 4 

the appropriateness of addressing some research domain through fiction 
approaches has been questioned (see Iivari and Kuutti, 2018). However, it is an 
interesting topic to probe and explore, especially in that “in between” space from 
data analysis to design.  

As we mentioned, data work usually occurs on the basis of qualitative or 
quantitative paradigms for collection and analysis. Particularly when it comes to 
qualitative research, we argue that there is value in establishing a relationship 
with data beyond an analytical one, in empathizing with the perspective of other 
people while generating new ideas and thoughts of the researcher’s own, and in 
engaging with the imaginary. Therefore, we believe that the potential of using 
fiction methods for aspects of the human-centred design process other than 
creative design needs to be further studied. 

In HCI and CSCW, narrative- and fiction-based techniques have indeed been 
used to engage informants and design participants in developing imagined futures 
and in considering aspect of technology that might not be immediately apparent 
or might benefit for more open-ended treatment, such as ethical and value 
implications (Cheon and Su, 2017). Short fictions have been used as prompts for 
probing a focus group (Draper and Sorell, 2014), and groups of external 
participants have been engaged by researchers to create participatory design 
fictions (Muller and Liao, 2017). 

In our case, however, we are interested in looking at fiction techniques –
particularly literary fiction – as tools not for end-users or informants to engage in, 
but for researchers themselves, and particularly those who deal with qualitative 
data. 

 
The parallels between finding narratives in data and weaving imaginary 

narratives from inspiration have been explored in methodologies such as narrative 
research analysis, where the researcher is reconstructing narratives from “messy” 
data (Kim 2016). Narrative inquiry instead focuses on storytelling on a factual 
basis (research data itself), but the characterization of the researcher as 
“storyteller” rather than detached analytical voice is a powerful methodological 
positioning, as noted also by Wright and McCarthy (2004). Richardson (1994) 
argues that writing is important as a method of inquiry as well as a method of 
knowing. Furthermore, fictional accounts can lead to empathy: 

 
Qualitative researchers have come to believe that fictional accounts can sometimes portray 

a research phenomenon more clearly than do the standard representations of qualitative data 
(…) The fictionalisation of research data provides researchers with the opportunity to work 
with raw data in order to speak to the heart of the reader’s social consciousness, while 
providing the protection of anonymity to the research participants.  

(Kim, 2016, p. 140) 
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We believe that such approaches can aid CSCW and HCI researchers tackle 
the long-existing challenge of moving from data analysis to “implications for 
design”. Naturally, we do not argue that established techniques for data analysis 
should be ignored or replaced, but rather that additional techniques can be used to 
facilitate other aspects of working with data, particularly in collaborative teams 
designing together, and that they are worth exploring and discussing within our 
field. 

Inspired to explore this methodological approach both by the body of work we 
have now briefly discussed, and also by our interests in how to communicate 
ideas and encourage reflection in collaborative, data-focused workshops, we 
designed and conducted an exercise exploring fiction writing as a technique for 
the collaborative reflection over qualitative data among researchers, which we 
present in the following section. 

The Flash Fiction Workshop 
The exercise took place as part of a research project that explored human 
practices of blurring and/or balancing work and life demands and of using digital 
technologies for these purposes (Ciolfi and Lockley 2018). After having 
conducted an interview study with 26 participants collecting empirical data on 
such practices, we disseminated a summary of our results as part of a one-day 
workshop called “Managing Technology Around Work and Life” aimed at other 
researchers interested in these topics, and involved the workshop participants in a 
creative exercise that adopted the technique of flash fiction, commonly used in 
creative writing.   

 
Flash fiction (Galef, 2016) is an approach to creative writing where the author 

responds to one or more short prompts by creating a brief story in a short time 
frame, usually within one hour. Flash fiction generates writing that is longer than 
micro-fiction (which is usually less then 300 words) and much shorter than 
literary short stories of several thousand words. In addition, flash fiction has the 
characteristic of being less polished and rather a way to put ideas, reactions and 
explorations down on paper. Flash fiction is seen as both a way to maintain 
writer’s creativity and flow of ideas, and to generate fiction that captures 
illuminating thoughts and reactions despite its short length and short preparation 
time.  

 
Creative writers experimenting with flash fiction usually rely on prompts. 

Flash fiction prompts can take a variety of forms, from specific instructions or 
directions (e.g. “Write about a lonely child who finds a friend”), to out-of- context 
sentences or phrases to be extended and elaborated (“He was such a lonely 
child...He couldn’t believe it when he realised that he had found a friend”).  
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Flash fiction writing aids exist such as flash fiction notebooks and diaries with 
daily prompts, and toolkits containing prompts, drafting cards and other 
inspirational materials. A number of websites, mailing lists and online groups also 
offer daily prompts to subscribers. Examples are 3AM Magazine 
(http://www.3ammagazine.com/3am/), Everyday Fiction 
(http://everydayfiction.com/), Nano Fiction 
(http://nanofiction.org/category/weekly-feature/writing-prompts) and Brevity  
(http://brevitymag.com/).  

 
Beyond creative writing, flash fiction as a technique has been used in 

education, for example to encourage students to write opinion pieces (Setyowati, 
2016). It is also a popular technique in the digital fiction world, especially for 
collaborative fiction using microblogging platforms such as Tumblr and Twitter 
(Bell, Hesslin and Rustad, 2014; Shapard, 2012). 

 
For our work/life project’s workshop, we designed the prompts on the basis of 

the empirical data that had been collected in our interview study (for full details 
about the study see (Ciolfi and Lockley 2018)). We now very briefly describe the 
study to provide an idea of the type of data we gathered and its themes.  

The interview study involved a sample of 26 people of working age (the 
youngest participant was 24 and the oldest 62) in knowledge-intensive roles in 
high employment sectors in the British city of Sheffield (education, IT, creative 
industries, design and engineering). 12 participants were women and 14 were 
men. Occupations included: Education/training consultant, Business Development 
Manager, Senior Producer, CEO, Information Officer, Strategic Development 
Manager, Knowledge Transfer Researcher, Designer, Librarian, Lecturer. The 
interviews were semi-structured, and participants were asked questions about 
themselves (educational background, professional role, etc.), the work that they 
do, some aspects of their private life, and about how they deal with the challenges 
and demands of work and life. They were also asked about their use of digital 
technology for managing their time and multiple demands. The interviews were 
audio-recorded and lasted between 40 and 90 minutes. The transcriptions were 
then analysed by the authors of this paper through repeated readings and the 
identification of thematic codes. The study captured a set of lived practices 
around work, life and the role of technology and the interviews provided detailed 
insights of the participants’ perceptions, decisions and strategies.  

 
In the workshop, excerpts from the interview data were used as flash fiction 

prompts. We selected and slightly edited (e.g. removing pauses and repetitions) 
the excerpts to make them work as prompts that would mimic those used in 
creative flash fiction.  
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Our rationale was to select quotes from different interviewees that could be 
thought-provoking, hold multiple meanings, or lead to multiple interpretations, to 
see which aspect the workshop participants would choose to focus on and 
develop, and in what way. 

 
 
 

 

 

 

 

Figure 1. Workshop participants selecting flash fiction prompts for their story. 

 
We chose to present the prompts without giving any information relating to the 

interviews they came from (i.e. what kind of person they involved, working in 
which sector, or speaking in relation to which context). This decision was 
motivated by the need to maintain the conditions of anonymization of the data, 
and in part to do with not wanting to tie the flash fiction exercise to the real-life 
circumstances of the interview respondents and therefore to scenarios that might 
be too closely related to them. 
 

Twelve people took part in the event and they were a mix of academic staff 
and postgraduate students interested in the research topic of work/life boundaries 
and coming from the disciplinary areas of HCI and social science (cultural 
studies, communication and sociology). Some of the participants were colleagues 
from our university while others were external attendees from other institutions 
who had joined the workshop for the day.  

All of them had experience of gathering and analyzing qualitative data and 
they were informed that the prompts for the flash fiction exercise were extracted 
from interview transcripts. The participants were not part of the original project 
and were recruited through academic mailing lists. None of them had any 
relationship to the interviewees from whom we had collected data.  
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The workshop started with short presentations (followed by a Q&A) by the 
authors of this paper about our project and about the interview study and its main 
thematic findings. The rest of the workshop was then dedicated to the flash fiction 
exercise, for which we took on the role of facilitators. 

Four groups of three people were formed for the exercise, and each group was 
assigned an initial prompt by us. The motivation for this was to reduce the start-
up time for the exercise and to distribute prompts that could lead to very different 
narratives. 

The groups were briefed on flash fiction and on the modality of the exercise. 
The brief stated that each story had to feature interaction with technology that is 
not limited to what is technically possible or already existing. Participants could 
be as creative or speculative as they wished. 

The groups were given two hours overall to produce their stories. After one 
hour, the groups were asked to choose a second prompt from a selection (Fig 1). 
They could either choose a prompt that pushed their story in a different direction, 
or provided a ‘twist’, or a prompt that supported the storyline that they had 
developed up to that point.  
 

 
 

 

 

 

Figure 2. Plotting the flash fiction through post-its and simple storyboarding. 

 
Examples of the 18 prompts we generated were:  

• “We’ve been in a variety of deserted desert islands with no 
electricity yet still been working, which is not ideal but these things do 
chase you around” 
• “I just made sure that in that week I got a little bit of work done 

and I’ve sent emails to give the kind of the appearance of doing work” 
• “Sometimes I physically feel like I want to and I have to stop 

myself” 
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• “I don’t have any of my devices set up to notify me that new emails 
have arrived. I have to actually go and check, so it’s on my terms, not the 
device’s terms” 
• “If I’m on holiday and I am not gonna look at anything work-

related, then I’ll pay the penance on the other side” 
 

The groups were given notebooks, sketching paper, pens and post-it notes to 
help them discuss, plot and organise their story (Fig 2; Fig 3). Two groups wrote 
their story by hand in the copybooks provided, two decided to write it using a 
laptop and word processor. 

 
In responding to prompt 1 (I need people to think my business is bigger than a 

one man band so I never have my office hours on my signature), Group 1 devised 
a surreal and fantasy-laden story titled “Armorgeddon: There is a rhino loose in 
the city”. “Armorgeddon” took aspects of work/life demands and blurring to 
extreme and thought-provoking paradoxes: 

 
“He [The Protagonist] opened an online shop, Armorgeddon, selling a variety of weird and 

wonderful sea shells from around the world. He was adamant to run his shell business alone, 
but had big ambitions - he wanted the world to view his business as a considerably bigger 
entity than the reality. “I need people to think my business is bigger than a one-man band so I 
never have my office hours on my signature”, he would think. One consequence of his 
approach was that he needed to spend long hours working, and always had to be on call – 
constantly checking his emails on his phone, and dealing with orders on his laptop. 

He situated his business and his life in a beautiful disused ivory tower looking over the 
local town’s square, Shellington. He surrounded himself with Minions to help with his 
dastardly deeds… unfortunately his Minions were not real, and were instead faces painted 
onto balloons hanged against the windows of his tower, to give the correct impression. To 
anyone looking from the town square, it would appear he had an army of minions working for 
him” (excerpt from “Armorgeddon”) 
 
Group 2 responded to prompt 2 (If I don’t focus on work when I’m at work, I 

could kill someone!) with “Under Pressure”, a story set in 2019 and about the 
crew of a deep-sea nuclear submarine stuck under the Polar ice cap in the dead of 
Winter. As the ice is too thick for them to surface, they cannot move and have 
limited provisions on board. The boundaries between life and work completely 
dissolve, although the professional roles that some of the crew members have (for 
example, the medical officer) make them decision-makers for issues to do, for 
example, with rationing food. Group 2 also selected background music to 
accompany the recitation of their story – the song “Under Pressure” by Queen and 
David Bowie. 

Group 3 (Fig. 3) worked from the prompt “We’ve been in a variety of deserted 
desert islands with no electricity yet still been working, which is not ideal but 
these things do chase you around”. 
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Figure 3. Group 3 plotting the story through brainstorming and keywords. 

Their story is written as a set of log entries and automated notifications from 
smart home systems being received by academics currently on a field mission in 
Antarctica. It plays on how automated life-related interruptions in a physically 
remote and “extreme” work setting might be interpreted and dealt with in a 
context that is as far removed as possible from the location where they are 
received:  

 
“[Wild Oates] 24 Railway Cuttings: 13/12/2016: 4.32PM: Spotify. Playlist. Kanye West. 
 
[Taylor Towers] 32 Windsor Gardens: 13/12/2016:  7.14PM: Curtains. Closed.  
 
[Taylor Towers] 32 Windsor Gardens: 13/12/2016:  8.16PM: Fridge. Waitrose shopping 

list ordered.  
 
Mission log. Prof. Pankhurst. Expedition Day 95. Getting tired of eating these Waitrose 

Essentials Ships’ Biscuits. Dr Taylor has been complaining again about the limited bandwidth. 
I’ve already told him that Skype and Youtube are not essentials. However, we do frustratingly 
seem to have the bandwidth for Oates and Taylor to both keep receiving their smart home 
updates. Personally, I have to turn my phone off at night or it’ll constantly vibrate with 
notifications and email alerts. Vodka has still not arrived. 

 
[Taylor Towers] 32 Windsor Gardens: 14/12/2016:  8.00AM: Fridge. Waitrose Fishy 

Friday Oysters Special Offer Prompt” (excerpt from Group 3 flash fiction) 
 
Group 4 worked from the prompt “Social media lets us unlock lots of different 

identities...And I find it strange to try and bring these together. I think I am a 
different person to different people”. It was written in the form of three diary 
entries from the perspective of the main protagonist, Crosby, a transgender man 
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who is now a successful entrepreneur and happy with his professional and 
personal life. Crosby encounters someone from his past who blackmails him by 
threatening to make his history of transition known to the public without Crosby’s 
consent by hacking into his old social media accounts. 

 
At the end of the exercise, all groups read their story aloud for the other 

participants and a concluding debate followed. Interestingly, each group chose a 
very different register and format to tell their story (fairytale, “thriller”, short logs, 
and diary entries). 

All groups keenly engaged in the exercise, and while at the beginning they felt 
that the time they were given to write the story was quite short, once they began 
working on the prompts and sharing ideas and inspiration they were able to 
develop storylines and agree on the plot fairly quickly.  

 
It is important to note that the four stories that were produced elaborated more 

on issues of impact of technology on work and life and on challenges emerging 
when work and life blend, rather than technological scenarios where technology 
perhaps behaves in surprising or unusual ways. This could be due to a number of 
factors: the background and interests of the participants for one, or the earlier part 
of the workshop, which focused more heavily on the results of the interview 
study. However, interestingly, the flash fiction exercise seemed to work very well 
to go deeper into some of the issues that had emerged from the data in terms of 
people’s lives and choices. In other words, they creatively explored and 
developed some of the overarching themes from the empirical material, although 
this was not encouraged or prescribed.  

Discussion and Conclusions 
This was our first time using a fiction technique for this purpose, and, 
subsequently, using flash fiction. As it was an exploratory exercise, we can only 
draw some limited insights from the experience, which nonetheless can be useful 
to us and to others in planning and executing future similar activities.  
We found the phrasing of the prompts to be key in shaping the development of 
the story and its tone. While we chose the prompts on the basis of their potential 
to generate a surprising story because they included ambiguous words or 
situations, it is clear that the themes that the quotes brought up were equally 
resonant with the participants. The fictions that were produced highlighted certain 
dimensions of the empirical data that we identified through the thematic analysis 
we had conducted, therefore there was a definite resonance that emerged in the 
fictions even if the data excerpts were removed from their context and adapted as 
prompts.  
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The participants commented on how the exercise helped them to reflect the 
open questions surrounding the subject area of work/life boundaries. This is not 
surprising in itself as they were already interested in the topic (hence their 
participation in the workshop), they did however mention how they developed 
those themes in ways that they had not imagined before. They particularly 
engaged with issues of isolation, pressure and frustration, which heavily featured 
in the stories. Group 4 particularly stressed how the prompt encouraged them to 
think about deeper and more personal aspects of identity (i.e. gender identity in 
their story), while up to that point they had been thinking about identity more in 
terms of online presence (e.g. digital accounts, different approaches to self-
presentation online, etc.). 

From our perspective as facilitators, the discussion that groups were having 
while plotting their stories and how the story was developed collaboratively also 
constituted valuable data. We were able to take notes while observing the groups 
at work, and to flag important points in their process of plotting and composing 
the story. Group 2 removed themselves from the workshop room and to another 
area nearby so that they could play the song “Under Pressure” in the background 
as they were working to keep them in the mood of the story. The subsequently 
decided to have the song playing in the background as they read the story aloud as 
they felt it was an important part of their work. 

 
Overall, the exercise was useful in exploring the potential of flash fiction as a 

technique to elaborate on data excerpts through fiction and imagination. The rapid 
response and short frame for the stories pushed the participants to choose which 
themes to develop, but also prompted their creativity. 

Of course, as we mentioned, this was a small and exploratory exercise and it 
presented several limitations, and therefore it cannot be used as basis for 
generalisations. The participants were researchers external to our team and were 
not familiar with the data beforehand. Furthermore, the length of the subsequent 
discussion was limited due to the workshop constraints, and no follow-up exercise 
with the same people was possible. Also, the exercise took place in groups (which 
was also unavoidable due to time constraints), and it would be interesting to see 
what could emerge from individuals to write their own stories. By choice, we 
decided to only play the role of facilitators and documenters of the exercise, 
instead of taking part in the group work. This enabled us to see which themes 
emerging from the data were elaborated by external people, however it could be 
very valuable for those researchers who know the data intimately to be engaged in 
an activity that is outside the more consolidated approaches to analysis. 

At the same time, it was interesting to see what people decided to create 
through the inspiration from data that we knew well. It would be interesting to 
carefully design and embed a fiction-focused methodology along these lines as 
part of a research project and with a group fully immersed in the data, to see 
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which directions the stories would take and which impact it could have on how 
data is made sense of and interpreted.  

The workshop exercise we described in this paper constituted an important 
moment of reflexivity for us - the researchers. Reflexivity is in our view an 
essential aspect of conducting qualitative research (Altheide and Johnsen 1994; 
Gergen and Gergen 2000).  In terms of how the exercise impacted our own 
relationship with the data, a first round of analysis had been completed at the time 
of the workshop, and (as we mentioned) some of the themes we had identified 
also emerged in the fictions that the groups created. This surprised us to a certain 
extent, and also encouraged us to continue our reflection over the data to expand 
the discussion of such themes. Furthermore, the activity of creating prompts out 
of the interview transcripts was a valuable exercise as it made us pay attention to 
some of the nuances in the way participants expressed their view, such as choice 
of particular words and the humour they put in describing their work/life 
challenges to us. This encouraged us to look back onto the emotional tone of the 
answers we received, which is a novel angle for analysis that we hope to develop 
further in future work. 

 
In conclusion, in this exploratory paper we presented our views on adopting a 

fiction technique for the collaborative reflection among researchers over 
qualitative data, and presented what was a very small exercise that only explored 
using this technique and barely scratched the surface. It is obvious that more 
substantial exploration of this topic is needed. However, we do believe that 
reporting our reflections on the experience can spark methodological debate and 
discussion in the CSCW and HCI communities. 
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Abstract. Time-bounded events such as hackathons have become increasingly popular in 

recent years. During these events participants typically form teams, exercise fast prototype 

development, challenge themselves to innovate, practice new skills, collaborate with 

diverse team members, and compete against other teams. Hackathon organizers have a 

certain vision in mind about which outcome they would like to achieve and design the event 

based on this vision. Participants on the other hand do not necessarily share the same 

vision and come with their own goals and aspirations. While work in related fields suggests 

that it is important for goals of organizers and participants to align in order to achieve them 

this might be different in hackathons due to their unique setup. Drawing from literature we 

identified potential goals of organizers and participants and conducted a case study of 

three hackathons focusing on the alignment of goals between organizers and participants. 

Our findings indicate that the goals of organizers and participants did not align in all cases, 

that goal awareness on the part of the organizers appears may have a stronger impact on 

goal achievement and that hackathons appear to have inherent characteristics that can 

materialize even when not planned for. 

Introduction 

Hackathons are time-bounded events during which participants gather in teams and 

attempt to complete a project of interest to them (Pe-Than et al., 2019). Originating 

from coding competitions in the early 2000s, such events have garnered increased 

interest from both practitioners and researchers as evident by the large number of 
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global events taking place every weekend1 and the emergence of academic events 

focusing on the topic (Pe-Than et al., 2018). This increase in interest has led 

hackathons to proliferated into various domains ranging from corporations 

conducting internal hackathons (Nolte et al., 2018) and higher education 

institutions (Kienzler and Fontanesi, 2017) to civic engagement groups (Hartmann 

et al., 2018; Henderson, 2015) and (online) communities (Angelidis et al., 2016). 

Within those domains, individuals organize hackathons with different goals in mind 

such as public engagement to raise awareness and advocacy (Taylor and Clarke, 

2018), tackling civic and environmental issues (Baccarne et al., 2014; Porter et al., 

2017), fostering innovation (Briscoe and Mulligan, 2014), creating technology 

(Stoltzfus et al., 2017), expanding or creating networks of interested individuals 

(Möller et al., 2014), spreading knowledge about technologies (Nandi and 

Mandernach, 2016) and others.  

The aforementioned goals are often communicated to potentially interested 

individuals prior to the hackathon in the form of marketing material which contains 

a short summary of the overall theme of the hackathon as well as core 

organizational details such as place and time. More detailed information is typically 

delivered in the form of an introductory presentation at the event including “an 

overview of the event, any rules and regulations, and themes and goals” (Decker 

et al., 2015). 

The reasons for participants to go to a hackathon, however, do not necessarily 

match those of the organizers. While participants might share similar goals such as 

learning, inducing social change, building a product and finding a team to work 

with, they sometimes also participate in hackathons for glory, free pizza, finding 

employment and winning prices (Briscoe and Mulligan, 2014). In the context of 

game jams for example, fun is a key reasons for (re-)attendance (Arya et al., 2013). 

This points towards a potential disparity between the goals of organizers and 

participants that has not been investigated in depth in existing work on hackathons. 

We address this gap by asking the following research question: 

 

RQ1: How do the goals of hackathon organizers and participants align? 

 

Moreover, it is not clear whether it is inevitably necessary for goals of organizers 

and participants to be aligned in order for both groups to achieve them and to 

perceive a hackathon as a satisfying experience. There are hints towards the 

necessity of goals alignment in the work conducted by Hou and Wang (2017) in 

the context of a civic data hackathon. They found tension between two intertwined 

goals: helping with data driven work and learning with the purpose of getting 

involved in the work of NPOs. Conflicts in this case were resolved by brokers. 

Literature on project management also suggests that goal alignment is important 

                                                 
1 Hackathons organized by the largest hackathon league alone register more than 65.000 students among more 

than 200 events each year (MLH, https://mlh.io/about) 
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for project success (Skulmoski and Hartman, 1999) and that goal alignment enables 

the achievement of performance outcomes (Stephen and Coote, 2007). Similarly, 

work in the context of work groups suggests that “a basic coordination problem in 

the management of groups is to increase alignment of personal goals with the group 

goals” (Zhang and Chiu, 2012), pointing out that it is important for individuals to 

share their goals with their group and achieve goal alignment to succeed. 

Correspondingly, goal misalignment has been found to cause conflict within groups 

in the context of joint software reviews where issue resolution can be affected by 

differences between goals of different reviewers (Kingston et al., 2000). These 

contexts however are considerably different from hackathons in that work groups 

members are bound by contracts and common social norms while this is not the 

case in hackathons where participants are not necessarily familiar with each other 

before the event. In addition, hackathons might have inherent characteristics that 

might foster certain goals simply due to the format, such as networking as pointed 

out by Drouhard et al. (2016). To further investigate this aspect, we will also ask 

the following research question: 

 

RQ2: How does goal alignment influence goal achievement at hackathons? 

 

In order to answer these two research questions, we conducted a qualitative case 

study covering three hackathons. Our results indicate that organizers and 

participants of the hackathons we studied shared some common goals such as 

networking and learning. Digging deeper, however, we found that the specifics of 

these goals to be different between organizers and participants e.g. related to being 

interested in learning different skills. We also found indication that goal alignment 

was not necessarily a prerequisite for goal achievement, but instead, goal awareness 

could improve goal achievement. We also found indications for the hackathon 

format having inherent characteristics which can contribute to the achievement of 

certain goals without explicit planning.  

Hackathon goals  

There are a number of reasons why individuals organize and participate in 

hackathons as pointed out in the introduction. Based on a review of relevant 

literature in IEEE Explorer, ACM Digital Library and Semantic Scholar, we 

developed a coding scheme that covers goals for hackathons in various contexts 

(c.f. Table 1 for an overview). These goals can be roughly divided into professional 

(A) and personal goals (B). We consider goals as professional when they can 

directly influence the career of an individual such as learning a specific skill this 

individual can use during her/his everyday work. In addition to the goals we 

identified from related work we discovered additional goals during our analysis. 

We will discuss them together in the following. 
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One goal commonly found in hackathons is networking (Briscoe and Mulligan, 

2014) which can be broken down into professional networking (A3) with the aim 

to further an individual’s career (A5) or into a personal goal to meet new people 

(B1). Learning is also often cited as a motivation for individuals to organize and 

participate in hackathons (Saravi et al., 2018) since hackathons have been found to 

support knowledge exchange (Ghouila et al., 2018) and foster collaborative 

learning (Porras et al., 2018). Learning can again be perceived as a professional 

(A4) or personal goal (B5). 

Hackathons are also often organized in the context of entrepreneurship (Beltrán, 

2017). It thus common for participants of hackathons to focus on creating a 

prototype (A1) and founding a start-up after a hackathon has ended (A2). 

Furthermore, it might be interesting for them to see what other participants are 

working on (A6). Moreover, individuals with a specific start-up idea in mind might 

also want to seek potential investors (A7) or individuals that are interested in 

working together with them (A8). All of the aforementioned goals are related to the 

professional development of the respective participants. 

 Hackathons are however not only a means of promoting individual careers and 

developing start-up companies. Participants also often come to a hackathon because 

they are fun (B4) events (Calco and Veeck, 2015), because participants are 

interested in the experience (B3), or they perceive it to be a personal challenge (B2). 

Table 1. Coding scheme 

A Professional Goals Source 

A1 Developing an idea into a 

prototype  

Briscoe and Mulligan, 2014; Trainer et al., 

2016 

A2 Creating a startup Cobham et al., 2017; Decker et al., 2015 

A3 Networking 

Briscoe and Mulligan, 2014; Nandi and 

Mandernach, 2016 

A4 Learning  

Briscoe and Mulligan, 2014; Ghouila et al., 

2018 

A5 Professional development Cobham et al., 2017 

A6 Seeing new ideas Deducted from analysis 

A7 Investment Briscoe and Mulligan, 2014 

A8 HR Briscoe and Mulligan, 2014 

B Personal Goals  

B1 Meeting new people Komssi et al., 2015; Taylor and Clarke, 2018 

B2 Personal challenge Deducted from analysis 

B3 Having a new experience Deducted from analysis 
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B4 Having fun 

Arya et al., 2013; Calco and Veeck, 2015; 

Saravi et al., 2018 

B5 Learning 

Nandi and Mandernach, 2016; Porras et al., 

2018 

Study setting 

To answer the research questions described in the introduction we conducted a case 

study of three different hackathons in two Northern European countries (c.f. Figure 

1 for some impressions). We selected hackathons that were similar in scope in terms 

of number of days, number of participants and type of audience (c.f. table 2 for an 

overview). The type of hackathon we studied was catalytic (Drouhard et al., 2016). 

The style of the work environment was competitive, and teams could win prizes 

that would allow them to continue working on their projects after the hackathon 

had ended. However, didactic talks, professional development and the pursuit of 

impact were also part of the hackathons. 

Table 2. Hackathon anatomy 

Hackathon H1 H2 H3 

Duration 48 hours 48 hours 48 hours 

Number of 

Participants 

~40 37 36 

Participants Researchers, students, 

entrepreneurs 

Students, 

entrepreneurs 

Students, 

enthusiasts 

 

The theme of hackathon 1 (H1) was to develop innovative bio-technical products 

with the possibility of winning prizes that would allow teams to continue working 

on their projects after the hackathon. This weekend long event was attended by 

more than 40 students, researchers and entrepreneurs. It started with design 

workshop held by the organizers before the participants began working on their 

ideas and prototypes. Hackathon 2 (H2) focused on sustainability and ecological 

impact. This weekend long event hosted 37 participants including students and 

entrepreneurs who developed prototypes and competed for prizes that would allow 

them to continue working on their projects. Hackathon 3 (H3) was part of a larger 

effort in that similar hackathons with the same theme organized by the same group 

of people took place simultaneously in over 100 locations. H3 aimed to solve data 

visualization, hardware and other prototyping challenges related to space 

exploration. During this weekend long hackathon, 36 participants including 

students and enthusiasts gathered in teams and collaborated with each other to 

develop technical solutions for the aforementioned challenges. Each hackathon 

thus had the development of a technical artifact at its core. 
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Figure 1. Stills of hackathon 1 (top right), hackathon 2 (left), and hackathon 3 (bottom right). 

Research methods 

We conducted semi-structured retrospective interviews with organizers and 

participants at each aforementioned hackathons. This approach appeared to be 

feasible since we are interested in studying the perception of participants and 

organizers of hackathons on their individual goals and whether or not they have 

been achieved. Similar designs have been successfully applied in other exploratory 

studies on hackathons (Page et al., 2016; Nolte et al., 2018). 

For the interviews we developed an interview script focusing on goal alignment 

and goal achievement. The themes of the interview were:  

 Goals: The aims of hackathon organizers and participants related to their 

careers and their personal interests (e.g. What were your professional 

goals for this hackathon?) 

 Goal assessment: The metrics participants and organizers applied to 

assess their goal achievement (e.g. What goals did you achieve?)  

 Technology: The tools participants used to cooperate with each other. 

(e.g. What tools did you use to collaborate with your teammates?)  

 Hackathon attendance: How many times participants have been to a 

hackathon before (e.g. Is it your first time at a hackathon?) 

 Hackathon sustainability: Whether participants are planning to continue 

working in their projects after the event has ended (e.g. Do you think you 

will continue working on your idea?) 

 Background information: Educational and professional history (e.g. Tell 

me about your educational background.) 

 

The interview script was piloted with one hackathon participant and one 

organizer. Based on this pretest we adjusted the interview script to ensure the 



 7 

feasibility, flow and appropriateness of the questions. We selected at least one 

organizers and multiple participants for our study. The selection of suitable 

participants was based on their background (students, entrepreneurs), hackathon 

experience (first timers and experienced hackathon participants), locality 

(individuals that live in a place for a long time and individuals that recently moved) 

and whether or not they pitched an idea at the hackathon (c.f. Table 3 for an 

overview).  

Table 3. Demographic profile of the participants and organizers 

Hackathon  Students Entrepreneurs First 

timers 

Locals Idea 

pitched 

Organizers 

H1 P1,P2  P1   O1 

H2 P3 P1, P5, P6, 

P8 

P2, 

P3, 

P7 

P2, P4 P6 O1, O2 

H3 P1, P2, 

P4 

 P1 P3, P4  O1 

 

After transcribing all interviews one of the authors manually coded the 

interviews using the coding scheme we derived from literature (c.f. Table 1). We 

followed a deductive coding procedure starting with the pre-defined codes adding 

categories if necessary (e.g. Personal challenge (B2) in Table 1).  

Goal alignment and achievement of hackathon 

organizers and participants  

During the course of this section we will first elaborate on the goals of hackathon 

organizers (O) and participants (P) of each hackathon (H1, H2, H3) based on our 

coding scheme (c.f. Table 1). We will then elaborate on their alignment within one 

hackathon (RQ1) and the potential impact of the alignment on whether or not goals 

were achieved (RQ2). Overall, we found that organizers and participants did not 

interact with each other on a regular basis. The organizers mainly focused on the 

operation of the hackathon making sure that e.g. the planned schedule would be 

followed. Interaction between organizers and participants during the event was 

limited to participants asking individual organizers specific questions e.g. about 

upcoming activities. Organizers mostly reached participants for coordination 

purposes during the event personally (H1, H3) and used Slack (H2). 

Teams internally mainly communicated in person using other tools such as 

GoogleDrive or Facebook messages mainly to share files. Each team could decide 

on their own toolset with no interference by the organizers. 
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Goal alignment and achievement between the organizer and 
participants of hackathon 1 (H1) 

The main aim for the organizer (O1) was “to provide the platform for the people 

that work in this area, for them to get together” (O1), by creating an environment 

for participants to work on their ideas. S/he also aimed for the participants to 

expand their network (A3) and to acquire new skills (A4).  

The participants, in comparison, mentioned networking (A3) and learning (A4) 

as their main goals. For example, P1 mentioned that s/he wanted to “meet people, 

speak to them, understand what their point of view is on problems” (P1). It thus 

appears as if participants and organizer goals were aligned since both aimed for 

participants to expand their own networks and acquire new skills. However, when 

looking deeper into those two aspects we identified a number of differences. 

For the organizer (O1), networking (A3) meant “to connect students, just 

beginners, or early stage student teams with the local startup network” (O1), and 

to boost the generation and implementation of ideas related to the theme of the 

hackathon. O1 particularly aimed to connect participants with specialists working 

at an entrepreneurial center where they could find advice and tools to continue 

working on their projects. For participants, however, networking was not linked to 

identifying individuals that would support them in continuing to work on their 

project. For them, networking was rather related to learning. P1 mentioned for 

example that s/he “just wanted to learn new things from new people” (P1).  

Similar to networking (A3), we found that learning (A4) initially appeared to be 

a mutually shared goal for organizers and participants. However, when looking 

deeper we also found that the organizer and participants aimed for different learning 

aspects. For the organizer it was important that the participating researchers would 

learn how to pitch because s/he thought that “researchers tend to be too 

complicated” (O1). The organizer also aimed for the participants to learn about 

design thinking (“this whole empathy creating with the potential user or 

customer”, O1). 

Conversely, participants wanted to learn about the theme of the hackathon. P1 

wanted to learn for her/his professional development “there is some innovation in 

biology which I am searching for, and I really want to take part in it” (P1); and P2 

was interested in “how we can, for example, improve our lives to be better and to 

live longer” (P2). 

 

From the previous analysis it becomes clear that there is a disparity between 

organizer and participant goals related to networking (A3) and learning (A4). This 

appeared to mainly affect goal achievement on the part of the organizer, since 

participants reported to have achieved their goals, for example, P2 was able to learn 

about patients with Parkinson’s disease, “for me, it was like a discovery that we can 

actually help these people” (P2).  
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Goal alignment and achievement between the organizers and 

participants of hackathon 2 (H2) 

For H2, the main goal for the organizers (O1, O2) was “to connect [country1] and 

[country2] people who work in tech or in the topic, with the end goal of having 

more businesses run by both [country1] and [country2]” (O1). In general, the 

organizers thus aimed for the participants to network (A3) by meeting new people 

(B1) and then form teams to develop an idea into a prototype (A1), which could 

potentially lead to creating a new startup (A2).  To foster this last goal, they 

“invite[d], like, angel investors, so yeah, we give them the tools and it's always up 

to the participants to like use those tools” (O2) thus supporting them to find 

investors (A7).  

The goals of the participants however were much more diverse. Most 

participants mentioned that they were interested in learning (A4), P5, P6 and P8 

mentioned wanting to develop an idea into a prototype (A1), P1 and P8 were eager 

about seeing new ideas (A6). P1 and P5 aimed to find investing opportunities and 

investment (A7), P1 hoped to find potential future employees i.e. achieve HR (A8), 

P7 and P8 were looking for a new experience (B3) and P1, P6 and P8 participated 

for fun (B4). The aim of participants related to learning was generally to learn 

“something new” (P5) by working with teammates (P4) or by talking to people at 

the hackathon (P6).  One participant also wanted to learn more about how to create 

a start-up (P2) and improve her/his presentation skills (P2). 

All participants reported that they achieved their respective with a few notable 

exceptions: P2 reported that s/he did not manage to learn what s/he aimed to learn, 

P1 nor P5 did not find investment opportunities, not investors, (A7), and P1 was 

not able to achieve HR (A8) by finding potential employees. Finding investors and 

investing opportunities – a mutually shared goal between organizers and 

participants – was thus not achieved. 

Most participants mentioned that they were partially able to achieve their 

learning goals while pointing towards multiple potential reasons for not achieving 

them. One participant mentioned that “it’s […] very difficult to learn a new skill in 

two days” (P7) while another participant stated that “there's always room to learn 

more” (P4). Next to these general remarks P2 also stated that it was not possible 

for her/him to improve her/his presentation skills because someone else in her/his 

team was in charge of pitching. In addition, s/he stated that s/he would have 

expected to be taught more about e.g. how to write a business plan to create a start-

up (P2). It would have certainly been possible for the organizers to support these 

participants to achieve their goals by planning the hackathon in a different way. 

There was thus no direct misalignment between participant and organizer goals but 

rather a lack of awareness about specific participant goals on the part of the 

organizers which might have resulted in some participants not being able to achieve 

their learning goals. 
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Another issue we found was that one participant was not able to work on her/his 

idea because s/he did not find a team and “s/he didn't feel so great about any of the 

other ideas so […] s/he just decided to leave” (P6). This could have also been 

something that could have been spotted by the hackathon organizers especially 

since one of their goals was to support participants to turn their idea into a 

prototype. 

For other goals of the organizers such as teams actually creating a start-up it is 

not possible to assess them at the end of the hackathon since they need to be 

assessed long term. 

Goal alignment and achievement between the organizer and 
participants of hackathon 3 (H3) 

For the organizer of H3 the main goal was to create an environment for people 

where they could network (A3) and collaborate on their project ideas (A1). The 

participants mentioned that their goals included networking (A3), learning (A4), 

meeting new people (B1), having a personal challenge (B2), experiencing 

something new (B3), and having fun (B4). Both organizers and participants thus 

mentioned networking as one of their primary goals. However, compared to both 

previous hackathons, there was not disparity in the respective details of this goal. 

Both participants and organizers aimed to foster professional networking with the 

aim to support the professional ambitions of the participants. 

The organizer mentioned that her/his goal related to networking (A3) might only 

have partially been achieved. This perception was based on her/him expecting 

students to get together in their free time (“if you think that only the students 

between each other will do projects, activities together, then that would be nice”, 

O1). Participants however were excited about meeting new peers and potentially 

starting long term relationships, for example, P4 wanted to “see more people in my 

field, make connections” (P4), and P2 commented that “maybe some other time I 

need advice” and s/he could get it from the people s/he met at the hackathon (P2). 

Apart from meeting new people, participants were also eager about learning, 

having a new experience and a personal challenge. P1 and P2 reported they were 

able to achieve these goals, meanwhile, P3 and P4 reported to have achieved all of 

them, except for learning (A4). P3 mentioned that s/he wanted to learn more about 

public speaking but also noted that her/his anxiety “won’t go away in one second” 

(P3) but rather would “get better, like, day by day,” (P3). Finally, P4 wanted to 

learn about the hiring processes in companies but eventually did not ask the mentors 

– who were recruited by the organizers from local companies – about it. This is 

certainly something that the hackathon organizers could foster if they would be 

aware of it. 
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Discussion 

The previously described analysis reveals a number of interesting aspects related 

to the question how the goals of hackathon organizers and participants align (RQ1). 

Our findings first indicate that the goals of participants and organizers mainly align 

with respect to networking and learning. Other goals such as fostering the creation 

of start-up companies (A2) were more important for organizers while finding 

investments (A7) and having fun (B4) were more important for participants.  

However, when looking closer we found that participants and organizers were often 

interested in different aspects of networking and learning despite them both 

frequently mentioning these two goals. Organizers mainly focused on professional 

networking (A3) while participants were mainly interested in getting to know 

people on a personal level (B1). Similarly, when it comes to learning, participants 

on one hand were interested in learning about a large variety of different aspects 

such as creating a start-up, pitching, learning about new ideas and learning about 

how to collaborate with a group of people. Organizers on the other hand mainly 

focused on pitching, and although they were present throughout the entire duration 

of the hackathons, they mainly focused on facilitating operations and making sure 

“that everything went smoothly” (O2, H2). They only interacted with participants 

when triggered by them. The goals of organizers and participants thus appear to be 

well aligned at first sight but were not particularly well aligned when breaking them 

down into different aspects of e.g. learning. 

Despite this apparent lack of alignment between the goals of organizers and 

participants we did however find that most participants reported to have achieved 

their goals (RQ2). The goals that they achieved were mainly related to aspects such 

as having fun (B4), learning about something new or improving existing skills both 

professionally (A4) and personally (B5). The specific aspects of learning that they 

reported to have achieved however differed not only between different participants 

but also between participants and organizers. 

Our analysis also revealed that participants in the same team did not necessarily 

share the same goals. Moreover, each team created their own communication and 

coordination strategy including the decision which technologies they would use to 

communicate and exchange artifacts during the hackathon. These findings are 

similar to the ones reported by Trainer et al. (2016) and Lundbjerg et al. (2017). It 

should also be noted that teams rarely used technology to communicate. They did 

however use tools such as Google Drive and Slack to share artifacts. Ensuring 

awareness about tasks and goals was thus fostered by the co-located setting rather 

than additional technologies. 

The fact that most participants reported to have achieved their respective goals 

despite an apparent lack of alignment points to the assumption that some goals are 

simply inherent to the nature of hackathons which means that it might not be 

required to specifically plan for them. Learning and networking are the two main 
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examples for this. Both can – according to our study – be achieved simply due to 

the nature of hackathons in that people that do not necessarily know each other 

before coming together during a hackathon to work on a project idea. Such ideas 

often involve working on something that is not necessarily familiar to all team 

members which in turn requires individuals to acquire new skills in order to 

complete their project and to pitch their project idea to an audience. This finding is 

in line with previous work by Warner and Guo (2017) who found that learning for 

participants can be incidental (as a consequence of doing), opportunistic (by taking 

advantage of the tools and facilities), or from talking to peers and that learning can 

thus be an inherent hackathon characteristic. Similar findings were reported by 

Drouhard et al. (2016). 

That being said we also identified situations in which participants did not 

achieve goals such as attracting investment (A7) and creating a start-up (A2) 

directly. These specific goals however are very unlikely to be achieved during a 

hackathon and should thus be assessed in the months after the event has ended. In 

such cases organizers could point out that such goals are unrealistic and that a 

hackathon can be a starting point on a longer journey but that reaching these goals 

requires longer term investment. This is in line with previous work by Komssi et 

al. (2015) who stated that “hackathons by themselves don’t initiate new business, 

they require mechanisms in place in order to commercialize their results”. 

We also found situations in which participants did not achieve their specific 

learning goals despite them having the possibility to do so. One participant wanted 

to learn about pitching but someone else in the team pitched their idea instead, one 

participant wanted to learn more about start-up creation but there was no specific 

advice during the hackathon. Another participant wanted to learn about the hiring 

process in companies but did not get to talk to hackathon mentors about it. Those 

goals could probably have been achieved if the organizers would have been aware 

of them and adjusted the procedure during the hackathon. This points towards goal 

awareness on the part of the organizers being more important than actual goal 

alignment. To foster goal awareness organizers could in the future e.g. approach 

participants and ask them about what they would like to achieve during the 

hackathon. This would also organizers to support participants reaching their goals. 

The hackathon format itself however provides an opportunity for social interaction 

that inherently fosters goals such as networking and learning. 

Contrary to Hou and Wang (2017) we did not find any tensions being created by 

misaligned goals. Our findings thus also stand in contrast to work in the context of 

project management where goal alignment is considered to be an important 

prerequisite for project success (Skulmoski and Hartman, 1999) and misalignment 

can lead to conflict (Kingston et al., 2000). This contrast however might stem from 

the fact that in our case participants in particular were mainly focused on learning 

and networking rather than completing a particular project. Both of these goals can 
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be achieved by individuals during a hackathon without any specific external 

support as discussed before. 

Limitations 

The aim of this study was to identify goals of hackathon organizers and participants, 

their alignment and the potential effects of goal alignment on their achievement. 

This particular phenomenon has received limited attention in research so far. It thus 

appeared reasonable to conduct an in-depth case study. We do however 

acknowledge that despite developing and applying a coding scheme that is 

grounded in relevant literature and carefully selecting study participants studying 

groups is different hackathons working on different problems with different goals 

might yield different results. 

Future work 

Based on the results of this study our aim is to develop a framework of goals which 

will serve as a basis for a survey instrument to study the interdependence of the 

different identified goals on a larger scale. Our sample for this study will include 

similar participants to those we studied thus covering individuals who are going to 

hackathons for the first time, individuals who have been to many hackathons, 

individuals who have ideas that they want to work on during a hackathon and 

individuals who do not. For the upcoming study we will also adjust our research 

focus by including the aspect of goal awareness as discussed in the previous section. 

We will also use the identified goals as a basis for a of keywords to conduct a 

quantitative case study on a larger hackathon database. These two studies combined 

will allow us to identify how different goals can influence hackathon outcomes as 

well as the perception of hackathon outcomes by participants. 
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Abstract.
Lately, Indian online platforms have witnessed recurring consumer boycott calls in

forms of uninstalling/down-voting applications on the app stores. For our exploratory study,
we conduct a longitudinal analysis of one of these controversies involving online
boycotting of an e-commerce company (Snapdeal) over a controversial statement issued
by their brand ambassador (Aamir Khan) which hurt religious and nationalist sentiments of
users on Twitter. Through the lens of this study, we try to understand emergent collective
user behaviour and how collective action has begun to play out in online (troll)
communities. We call the user behaviour in our study as trolling behaviour as - the call to
boycott appears in order to silence an influential voice which challenges a nationalist
narrative of these users. A broader implication of such behaviour seems to be strong
arming any counter narrative with a threat of potential backlash and financial harm. This
analysis is important as online deviant and trolling behaviour by group of users is
increasingly influencing socio-political agendas online. It contributes to broader CSCW
understanding of online platforms and collective behaviour. We also situate our work in
online consumer boycotting behaviour.



Introduction

Deviance and trolling behaviour is increasingly becoming common on online
platforms (Sanfilippo et.al, 2017, Flores et.al, 2018). Members identifying with
certain beliefs (both bots and actual users), try to employ their strength in numbers
to drive political agendas and frame narratives online. Users engaging in this
behaviour collectively mobilise and often co-ordinate acts such as rigging online
polls, targeting and harassing specific individuals, altering dialogue in different
online communities (Shachaf et.al, 2010, Massanari et.al). The infamous
#Gamergate on Reddit, stands as an example of misogynist activism that
perpetuated harmful anti-feminist narratives by reddit users. A case of collective
harassment played out on the platform, targeting women (and other minority)
game designers, developers and journalists. Other such studied instances in recent
times have been infiltration of Russian trolls (on both sides of political spectrum)
during the US Presidential election to influence discourse (Badawy et.al, 2016),
mass raiding of subreddit communities (Kumar et.al, 2018), and collective
down-voting of reviews motivated by political causes 1. All these instances
underpin the act of collective activity to make a political point online.

We observe that these users engaging in such acts could be either loosely. or
strongly connected to each other on online platforms (Bennett et.al, 2012). They
could be part of dedicated subreddit communities, or loosely connected through
ways of “hashtags" and topics of interest. But they seem to be overcoming
problems that underpin executing successful collective and co-ordinated action
(Flores et.al, 2018). These problems often happen to be - lack of effective
messaging, non-participation and free-riders in the community, lack of
mobilisation or challenge in informing members in the network about developing
agendas and subsequent strategies.(McClain et.al, 2017, Obregon et.al, 2017,
Piven et.al, 1991).

Our work seeks to understand a similar and recurring form of online collective
action that is playing out on Indian online platforms. Users mobilise over Twitter
to uninstall/down-vote an app endorsed by a certain celebrity they have ideological
disagreements with. Broadly, it is a call to boycott a product the ‘controversial’
celebrity is endorsing and leverage power as consumers to build pressure on the
corporate entity to disassociate from the celebrity, lest, they face economic
consequences.
While product boycotts are not uncommon (Hawkins,2010, Klein,2004, Li, 2018)
as a political message, social media is increasingly being utilised for online call for
boycotts such as the Netflix boycott, #deleteUber 2, #boycottAmazon. In the
Indian context, we identified four such (major) events where a celebrity made a

1 https://www.hollywoodreporter.com/heat-vision/captain-marvel-rotten-tomatoes-audience-
score-sandbagged-by-trolls-1193280
2 https://www.nytimes.com/2017/01/31/business/delete-uber.html
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controversial statement which a section of the twitter populace took objection to
and in-turn made a call to boycott the product endorsed by the celebrity. While
these calls were general product boycott calls, they also involved uninstalling
and/or down-voting the app on Google and Apple’s app-stores. These events
targeted Snapdeal (an e-commerce platform) , Amazon (e-commerce) 3, Republic
Tv (news channel app) 4, and Snapchat (social networking app) . Of these events,
we choose the Snapdeal boycott event for purpose of our exploratory analysis. The
Snapdeal boycott was the first major online boycott that played out in the Indian
online space with a long event cycle of outrage and boycott. This gives us
opportunities to understand emergent collective user behaviour and how collective
action has begun to play out in online (troll) communities.

While consumer boycotts are usually initiated over ethical reasons such as
boycotting companies for underpaying their staff (Klein et.al, 2004) , or boycotting
oligopolies as it happened in Morocco , we call the online boycotts in our study as
largely trolling behaviour. This is because - through acts of down voting and
boycotting, they are trying to undermine and silence the voice of anyone who
challenges their socio-political narrative. It suits a larger agenda of creating a
standard narrative online, and putting celebrity figures in a fear of potential
backlash and financial harm. The online accounts involved in such behaviour
rarely engaged in discourse and discussion, and were largely targeting (trolling) a
certain celebrity.

To this end, we investigate the following research questions-
RQ1)- What are the behavioral patterns of anti-Aamir Khan/Snapdeal users that
are indicative of collective action?
RQ2)- Which tweets resonated amongst these users for mobilisation and for
collective action?

With understanding from these, we position our findings on how collective
behaviour emerges and is executed among users engaged in trolling behaviour. Our
work is also situated in understanding online boycott actions and what how it can
inform similar studies.

Background

We situate our work in consumer boycott behaviour, use of social media for
collective action, and contemporary research on challenges in collective action.

3 https://www.indiatimes.com/entertainment/people-delete-amazon-app-for-its-association-
with-swara-bhaskar-boycottamazon-trends-343882.html
4 https://www.inuth.com/india/assuming-arnab-goswami-called-keralites-shameless-netizens-
sink-channels-rating
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Consumer boycott behaviour

Boycotts have long been used a tool to build pressure, and leverage power as
consumers to force companies to make different choices in their business policies.
Though the efficacy of this tactic is contested (Sen et.al, 2001, Neilson et.al), but
that has not stopped different activist groups from issuing calls to boycott over
issues of environment, fair pay, ethical treatment of animals amongst other popular
issues (Klein et.al, 2004). The website, www.ethicalconsumer.org keeps a track of
companies which have been called to boycott over different "ethical" issues.
Another such phenomena of buycotts involves actively choosing to buy products of
the rival company that one is boycotting. It has been studied that for a lay person,
building a list of brands that one can choose from seems to be more effective than
building a list of brands that one can’t choose from (Neilson et.al).

Seeing this as a CSCW problem, recent research has focused on overcoming
some of the challenges that underline organising successful boycotts. Li et.al (2018)
designed a light and semi-automated prototype out of site which eases boycotting
goods by restricting web searches through browser extensions. Mills et.al (2015)
analysed the effective ways in which users on Reddit could oppose and boycott
SOPA’s (Stop Online Privacy Act) provisions and build an information base. We
situate our work in a similar CSCW lens of understanding calls to boycott through
network and content analysis.

Social media and collective action

Social media has been instrumental in recent movements such as the Occupy Wall
Street, Black Lives Matter, Arab Spring in mobilisation efforts. Live tweeting and
reporting through social media were considered more reliable than newspaper
reports (Grossman, 2018). Faster dissemination of information through social
media, also helped in better mobilisation and co-ordination of activities (McClain
et.al, 2017). Through social media, people with similar stake and activist goals
could come together to pool their resources and devise strategies(Schradie, 2018).
While not everyone was an active participant and some were labeled as slacktivists
too (Lee et.al, 2013) (only online participation and no on ground contribution),
social media helped reach out to a wider array of people with quick, and very
personal messaging.

Online platforms are being utilised to not just mobilise for offline collective
actions, but people are engaging online with events that have larger socio-political
implications. Online petition signing has grown as a medium to signal support with
hopes of an on-ground effect (Hale et.al, 2013). There has been similar research on
designing systems for collective activities for civic tasks (Cheng et.al, 2014) .The
flip side of this happen to be instances of deviant acts on these online platforms
such as collective doxxing and harassing individuals and groups(Massanari, 2015),
collectively altering reviews of books(Bhaskar, 2015) and apps online, and fudging
and altering results of online polls. Study by Flores et.al(2018)on r/The_Donald
subreddit identified behaviour patterns of the most active participants and calls to
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action which influence and engaged the participants of the community the most.
Massanari.(2015), studied how reddit users collectively came together to doxx and
harass female journalists and gamers. Thus, social media hasn’t been a value neutral
platform and is being engaged with for a variety of civic and political causes. These
incidents highlight the importance of studying how narratives are built and sustained
on online platforms for setting larger political agendas.

Challenges in mobilisation and collective action

Research in sociology and allied domains have highlighted the problems
underpinning successful mobilisation leading to collective action. Collective
action theory(McClain et.al, 2017) highlights the free rider problem- wherein the
benefits of collective action are shared by all but participants are unsure on who
will put in the effort for the same. There is a constant conflict between personal
and collective goals which play out in such contexts. Other studies(Obregon et.al,
2017, Piven et.al, 1991, Choudhary et.al, 2016) highlight how effective
communication must take center stage where all members of the group are aware
of the next course of action to take, and the benefits that they gather from it.
Participants are also more likely to contribute to a cause if they are aware that the
movement is more likely to succeed. (McClain et.al, 2017). We discuss our
findings and what it informs us on the ability of the users participating in #boycott
movement to overcome some of these challenges for collective action.

Timeline

We provide a brief timeline on the events as they unfolded in the Snapdeal-Aamir
Khan controversy.

23 Nov 2015: Aamir Khan, a popular film celebrity from India, makes a
remark on the "growing intolerance in India" and how his wife (Kiran Rao)
suggested moving out.

24 Nov 2015: Statement picked up by the media and Twitter, leads to outrage
over the said remark. "Nationalist" sentiments claim to be hurt over the remark.

25 Nov 2015: Twitter users troll Aamir Khan and begin a call to boycott
Snapdeal (a brand endorsed by Aamir Khan). Users begin to write poor reviews,
giving poor rating and uninstalling the app with the hope to leverage power as
consumers and build pressure over Snapdeal to remove Aamir Khan.

7 Jan 2016: Aamir Khan loses Govt. of India’s Incredible India ambassador
contract

5 Feb 2016: Snapdeal does not renew Aamir Khan’s contract.
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Data and methods

We gather our data for our longitudinal analysis by running the Twitter API and
employing other search and retrieval techniques such as using Twitter Scraper 5 - an
open source front-end retrieval tool which performs queries on Twitter’s advanced
search platform. Since, the twitter API doesn’t retrieve all the data, it was important
to additionally pivot to other methods of extraction.

We gather tweets for the controversy from 20 November 2015 to 3 March
2016, using a seeding process. We initiate gathering tweets with seed hashtags of
#AamirKhan and #Intolerance. As and when the tweets come, we increase our set
of hashtags. We also ran boolean queries such as "aamir AND snapdeal", "aamir
OR intolerance". It is also noted that running a search in the scraper or the API
returned results for substrings and were non case sensitive. Searching for
"#Aamir" returns results for aamir, AAMIR, #Aamir.

In order to ensure that the tweets used in our analysis reflect our lists in our
topics of interest, we ran it through our own post-filtering process. We converted the
tweet into a lower case string, and tokenized them using Stanford’s NLTK library
(Manning). We run our tweets through a regular expression built to check if the
tweet contained at least one of our keywords and hashtags. All these tweets were
then selected in our data set.

Data set description

The data set consisted of 117632 number of tweets, by 63452 number of users. Of
these 52127 number of tweets were NOT retweets (but include quote retweeting).
This doesn’t imply that tweets which were not retweets were unique tweets, as we
also observe that there were tweets which were copied across handles (indicating
co-ordination and spamming).

RQ1: Patterns indicating Collective Behaviour

To analyse the behaviour that are indicative of collective and coordinated actions,
we explore the affordance provided by Twitter to users and how they got
appropriated in a collective setting. In our exploratory study, we analyse the @-
mentioning behaviour (users tagging other users) and hashtags used and operated
at scale. We also analyse evidence for possible marginalisation and amplification
of specific voices on the platform.

@-mentioning behaviour

To study this, we plot the in-degrees and out-degrees of all user handles on a scatter
plot as shown in fig-I. In-degree for an account are the number of user handles

5 https://github.com/taspinar/twitterscraper
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mentioning them, and out-degree refers to the number of user handles that they
mention.

Figure 1. Indegree - Outdegree for user handles.

From fig-I we see that both Snapdeal and Aamir Khan have very high
in-degrees(26134 and 12674, respectively) and 0 out-degree. Hence, of all the
users who were in the fold of controversy - neither Aamir or Snapdeal replied to
them but they were targeted very heavily. The other group of outliers we see are
the handles with 0 in-degree but very high out-degrees. We identified 10 such
handles. On careful examination of the user profiles, 4 of them appeared to be
bots(DFR, 2017) (guidelines - only retweets, same tweet multiple times). They
were massively tagging @snapdeal, and @aamirkhan and news media handles
such as @ndtv. The other 6 accounts, didn’t appear to be bots but were
consistently tagging @snapdeal, @aamirkan and other a couple of other users by
drawing their attention to the controversy. On an average each such handle was
tagging 50-60 other user handles. The third kind of user handles that we see in the
figure are the ones with an average indegree of 2 (σ = 0.2) and an out-degree of 5
(σ = 10). These were about 97% of the total user handles. We observe that there is
very effective targeting that the users are engaging by ways of @-mentioning.
Twitter mentions are usually conversational in nature. By mentioning
@-userhandles, users draw attention of one another to a particular tweet. Here we
find that instead of an intended conversation, the "@" + username mentions were
used to identify the intended targets and employ what we call as collective
targeting. There is a clear establishment of who the targets are, and this
information is being disseminated in the network.

7



Hashtags as messages and communities

We pick the top 13 hashtags which account for about 98% of the tweets and
analyse
1) What is the lexical nature of the hashtags and how are they employed?
2) How overlapping are the communities which employ a certain kind of hashtag
and what does it tell us?

For these 13 hashtags, two authors of these papers inductively coded the nature
of the hashtags. We outline the guidelines that we followed on coding the hashtags
in the different categories. Categories of the hashtags, and their percentages are
displayed in table-I.

Figure 2. Ego networks for 6 hashtags. 2 from each category.

Calls for action hashtags: Hashtags which fell into this category contained verbs
directing the people to do an act of rebel such as "bootout", "appwaapsi (return the
app)", "(Say)No", "uninstall", "boycott". About 42% of tweets employed the use of
such a hashtag.
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Category of hashtag Hashtags Percentage

Call for action
Notosnapdeal, boycottSnapdeal, bootoutSnapdeal,
AppWaapsi, shameaamir

42%

Opinionated
IstandWithAamir, AamirRightOrWrong, GetWellSoonPK
AamirInsultsIndia

21%

Topical Intolerance, AamirKhan, Snapdeal, Intolerancedebate 82.1%

Table I. Hashtag categories and hashtags.

Opinionated hashtags: The lexical nature of these hashtags was such that they
expressed an opinion on the issue.For instance hashtag such as #AamirInsultsIndia
is an opinionated hashtag. Only about 21% of user used one of these hashtags.

Topical hashtags These hashtags were neutral and expressed a large topic of
interest in the controversy such as #Aamir, #Snapdeal. About 82.1% of tweets
contained at least one hashtag from this category.

We also build ego networks for all the top 20 hashtags. At the center of each
ego network is the hashtag, and the nodes are all the user handles who used the
particular hashtag. For easy representation purposes, we pick the top 2 hashtags
from each category.

We observe that #AamirKhan and #Intolerance are both large ego networks and
are also overlapping. Thus, the sentiment of intolerance was made to ride over
Aamir Khan and build a strong association between the two entities. Hashtags aren’t
used to merely indicate topics of discussion but also to disseminate information on
the platform. We also observe that there is a significant(63.2%) overlap between
#BootoutSnapdeal (call for action hashtag) and other hashtags. Similarly, other
calls for action hashtags such as #Appwapsi, #BootoutSnapdeal all co-occur with
other topical hashtags such as (#Snapdeal, #Intolerance) and have overlap of greater
than 50%.

Use of hashtags creates small and temporary communities between the users of
the said hashtag, with each other. In such a mobilising setting, we see that hashtags
are employed to build and inform association of one entity to the other such as -
Aamir Khan and intolerance. Hashtag use with significant overlap with use of
another hashtag indicate piggybacking, where one bit of information seems to ride
of another closely associated information and is informed around the social
network. Calls for action, which are commonly observed in collective action
settings, are informed here through means of call for action hashtags.

Marginalising and Othering

We analyse whether there were user behaviour patterns which were indicative of
marginalising the alternate voices, and increasing tweet volume content to amplify
the voice of the group calling for boycotts.

We filter the tweets’ contents which were more than 50% similar to each other.
These tweets were possibly made by bots, or by users running multiple accounts
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looking to increase the volume count of tweets in the controversy. We find that
there are 12 such spammed messages spanning 38 user accounts. There is also
higher than average URL usage amongst the tweets (compared by running twitter
stream API for an hour and comparing it to the 1% of tweets captured).

Figure 3. Bipartition and polarity in network through retweet patterns..

Since retweets are methods of amplification, and also method of dissemination
of information through the network to users with like minded agenda (such as
followers) (Zaman, 2010), retweeting patterns give us insights into which group of
users cluster together and how "loud" is their voice. It is also indicative of polarity
on the platform (Garimella et.al, 2018). Polarity also leads to marginalisation of
alternate voices. We analyse if there was polarity on the twitter platform during the
controversy and what kind of voices were amplified.

We use a graph partitioning algorithm METIS(Garimella et.al, 2018, Karypis
et.al, 1995) which gives us partitions in the network based on a controversy score.
We feed to it the retweet pattern between 2 users. If user1 retweeeted user2, there
was a direct edge between them. The algorithm partitions the network into two
largest connected components with 71.63% nodes and 26.22% nodes. We visualise
an undirected graph using a force directed algorithm Gephi’s ForceAtlas2 6.

From the figure III we observe that the largest connected component on the left
is much bigger (71.63% nodes v/s 26.22%) and is much denser too. For purpose of
our exploratory study, we pick the top 0.02% handles which make up approximately
6 https://github.com/gephi/gephi/wiki/Force-Atlas-2
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73% of the total tweet volume in the network. These come out to be about 65
handles. Analysing these handles we find that, 7 handles were of news-outlets. 49
of these handles were engaged in anti-Snapdeal, anti-Aamir Khan sentiment and
were a part of the cluster on the left. Only 9 of the most retweeted handles spoke
either in favour of Aamir Khan, Snapdeal or were neutral in their stance. The

The bigger, denser cluster on left is the one engaged in collective boycotting
behaviour. We observe that they are more interconnected, and amplifying each
others’ voices. This marginalises and shunts the alternate voice, and possibly sets
the agenda on the platform.

RQ2: Analysing effective mobilising and calls for
action messaging

To study the kind of arguments and calls for action, that resonated the most with
people who possibly took part in some level of action of
reviewing/uninstalling/commenting, we identify such user accounts. From our list
of user handles from our twitter dataset we identify users who also wrote reviews
and gave poor rating on the appstore. We scraped this list with the belief that if a
user handle is @manoj_kumar, and they go by the name of Manoj_Kumar on
Appstore reviews, they are likely to be same as they engaged in similar activity of
tweeting in Aamir-Snapdeal controversy as well as uninstalling/downvoting as a
part of the controversy. We use Heedzy 7 to gather data for app reviews.

We also identified user handles (by means of regular expression search string)
which made claims of uninstalling on twitter such as "Just uninstalled Snapdeal".
and added it to our list of users who possibly engaged in collective action behaviour.
A lot of such users also attached a screenshot along with their tweet. We do not
claim that this list is exhaustive or without errors, but it is useful as an exploratory
analysis.

Analysing the arguments based tweets which resonated with the users:

Methods - argument based tweets

Since this is a controversy where different arguments are posed to challenge and
direct narratives (against or pro Aamir Khan and Snapdeal), we aim to analyse
what broad arguments appeared in our dataset. To do this aim, we conduct a
thematic analysis of tweets and code them deductively using a "logical fallacy"
framework popular in STS studies (Copi, 1953). We call these tweets-based
frames and then calculate user engagement metrics through RTs and Favoriting of
such tweets. The two authors of this paper conducted the deductive analysis
inspired by the framework. We narrowed the arguments that appear in our dataset
into, what came up as six logical fallacies - (1) Denial (2) False Dilemma (3) False

7 https://heedzy.com/
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Equivalence (4) Suspicion (5) Whataboutery and (6) Anecdotal. They were agreed
upon with a cohen’s kappa of 0.79. The number of tweets relevant to our study
were 23981 tweets. We coded only a subsample of these tweets which received at
least one RT or ‘favourite’ and were 3216 in number.

We outline each category and present a representative tweet alongside.
Denial: Tweets in this category made an argument that if they (the user) didn’t

feel that intolerance existed, then Aamir’s claim of intolerance was wrong.

"There is no intolerance as I can’t see it."

False Dilemma: These tweets presented a false comparison in which one must
choose.

"If there is intolerance then he should move to another country
(Pakistan)"

False Equivalence: Such tweets made an unjust equivalence between being
Hindu (his wife) and being safe because India is a Hindu majority country.

"Aamir Khan who has a Hindu wife, can’t feel unsafe in a Hindu
majority country."

Suspicion: These tweets cast suspicion over motives of Aamir Khan’s
statement. Usual suspicions were over movie promotions, publicity or being agent
of the opposition party.

"The intolerance remark is for publicity."

Whataboutery: Such tweets engaged in whataboutery, a popular political tactic.
These tweets aimed to shift the discourse from Muslim minority being under threat
to cases when Hindu majority are unsafe.

"What about intolerance when Hindus are attacked."

Anecdotal: These tweets sought to undermine the intolerance statement by
citing an anecdotal evidence.

"If he (Aamir Khan) can freely cite his opinion, then there can’t be
intolerance."

12



Category of Argument Engagement

Denial

Retweets
µ: 156 | σ: 32.05

Favourites
µ: 321.07 | σ: 17

False
Dilemma

Retweets
µ: 340 | σ: 46.08

Favourites
µ: 266.78 | σ: 15.6

False
Equivalence

Retweets
µ: 18.02 | σ: 2.31

Favourites
µ: 24.8 | σ: 3.98

Suspicion

Retweets
µ: 9 | σ: 3.6
Favourites

µ: 42.29 | σ: 7.8

Whataboutery

Retweets
µ: 91 | σ: 2.3
Favourites

µ: 187 | σ: 21.3

Anecdotal

Retweets
µ: 228 | σ: 34.8

Favourites
µ: 119 | σ: 23.1

Table II. Argument category and engagement stats.

Results - arguments based tweets

As we are interested in the critical in the arguments which set the tone for
mobilisation and resonated the most with the boycotters, we analyse engagement
metrics in terms of retweets and favourites. The descriptive statistics for all the
arguments and their engagements are in table - II.

We see that denial and anecdotal arguments resonated the most in terms of
both retweets and favourite counts. There was a statistically significant difference
between the groups for retweets (ANOVA (F = 21.02, p=0.029)) and favourite
counts (ANOVA (F=41.2, p=0.041)).

This could be explained by their deep held beliefs which deny the existence of
intolerance in the country, and their anecdotal experiences of not facing any
consequences of effects of religious animosity. These arguments hence align with
their nationalist world view. This probably also encourages them to partake in
action of boycotting to challenge the growing narrative of intolerance (propagated
by Aamir Khan) by uninstalling/down-voting.
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Amongst retweets we see that, tweets in False dilemma were highly retweeted.
Tweets under false dilemma where Aamir Khan was expected to make a choice
between moving out of the country or accepting things the way they are, had very
strong in their language too. This could explain the high retweet behaviour, as
retweeting as a practice is also linked to the emotion conveyed in the tweet (Svelch
et.al, 2016)

Amongst the tweets which were favourited, we observe that tweets under
Whataboutery were the ones which were highly favourited. Whataboutery as a
political tactic is very common and resonates with people as a defensive response.
This high favoriting behaviour could be explained by this. However, tweets which
were framed as a Suspicion over Aamir Khan’s motives of making the statement
weren’t received very well(neither in terms of RTs or favourites). It could be
believed that people on Twitter aren’t doubting the intention of making the
statement but engaging with the argument itself and countering it with frames such
as of denial of his experience, and countering with their own anecdotal
experiences.

Analysing calls to action tweets:

Method - Calls to action tweets

We borrow the literature from Fleishman(1988) and thematically and deductively
classify our call to action tweets into three categories of Direct call strategy,
Progress visibility strategy, Solidarity strategy.
Cohen’s kappa was 0.59 with an inter-rater reliability of 71.3%. The tweets under
study were 42337 tweets. We code only a sub sample of these tweets which
received at least one RT or one ‘favourite’ and were 4317 in number.

Direct Strategy: These tweets made direct calls for action, and clearly outlined
the steps on how to make an effective boycott statement by
uninstalling/down-voting the Snapdeal app on the playstore.

"Go to Play Store, Select @snapdeal and rate them 1 Star * and
comment that it is only because of @aamirkhan."

Progress visibility strategy: Tweets in this category were the ones which were
indicating real(or, fake) progress on the uninstalling and down-voting process.
These tweets were intended to present a picture that a successful boycott
movement was happening, and others must take part too.

"Wow 85,000 people angry with #AamirKhan’s hypocrisy,
uninstalled @snapdeal app. #AppWapsi will hurt badly!"

Solidarity strategy: Tweets in this category seemed to indicate a solidarity
amongst people who were against Aamir Khan, Snapdeal and had pro-nationalist
sentiments and what they were supposed to do to avenge it.
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"People who are united against #AAMIRKHAN statement must
uninstall @Snapdeal."

Results- on calls to action

We calculate which calls to action resonated the most with this set of users (the ones
who engaged in some level of boycott and uninstalling behaviour). We employ the
use of retweets and their favourites to understand their engagement.

In terms of retweets, we find that most of the users engaged with direct strategy
at least once. 49.02% of users retweeted at least one tweet from this category.
In terms of favouriting, we see that the engagement is much lower than retweets
for this category. Only 26% favourited at least one tweet from the direct strategy.
This is possibly because, while retweeting a direct call might reach new users and
encourage them to partake in the boycott, favouriting doesn’t achieve the same goal.

Around 38.09% of users retweeted at least one tweet announcing some real (or
unreal) progress of the movement(progress visibility strategy) while 37.2%
favourited it. We see that the progress visibility strategy, trumps over the direct
strategy in favouriting.

Only 13.9% of these users retweeted tweets indicating solidarity (solidarity
strategy). The favouriting count however was the highest amongst all other
categories at 41.2%. It suggests that while users might not see much merit in
retweeting a tweet with a call to action in terms of solidarity, the sentiment
resonates with them.

Category of Argument % users having RT at least once % users having Favorited at least once Median number of Users

Direct
Strategy

Retweets
Median: 521

49.02 % 26 % Favourites
Median: 121

Progress
Visibility
Strategy

Retweets
Median: 91

38.09 % 37.2 % Favourites
Median: 140

Solidarity
Strategy

Retweets
Median: 340

13.9 % 41.2 % Favourites
Median: 221

Table III. Descriptive statistics for different frames in calls to action.

Table outlines the descriptive statistics for each call to action styles. The
median number of users who retweeted the tweets in each category stand at -
Direct- 521, Solidarity-340 , Progress indicating - 91 .We find that there was a
significant difference between the strategies ANOVA [F = 33.09 , p<0.002]. Direct
strategy seems to have the highest engagement across all strategies.

In favouriting behaviour, the median number of users who retweeted the tweets
in each category stand at - Direct- 521, Solidarity-340 , Progress indicating - 91
.We find that there was a significant difference between the strategies ANOVA [F
= 45.02, p<0.002]. Solidarity appears to be the most engaging amongst all the
strategies.
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Discussion

Through our work we cast a lens on how users in online platforms are able to
mobilise, troll and utilise their strength in numbers for collective action goals.
Learning from our findings inform us of how affordances provided by twitter were
used to overcome challenges and set the agenda for collective action, and what
kind of messaging best resonated with the active boycotters.

Appropriation of twitter

The like minded users and trolls seem to have appropriated the platform to
disseminate information about their goals and co-ordinate their activities. There is
a clear targeting of Snapdeal and Aamir Khan, by way of @-mentioning. They are
being @- mentioned to draw their attention to the issue and take a stand, and also
to inform the rest of the people in the fold of the controversy to build pressure on
them by this tactic. People aren’t debating the merits or demerits of the
controversy with each other, but are isolating the two entities for further targeting
through @-mentions. It acts as a way to very clearly establish who the opponents
are. Information around mobilisation, is also being disseminated through the use
of hashtag. Hashtags are both emotive (#AamirinsultsIndia), and also calls to
action (#boycottSnapdeal). They also often co-occur with hashtags used by a large
number of people such as #Aamir and #Intolerance which are general hashtags.
This tactic seems to be effective in promoting new and growing hashtags such as
ones calling for boycotts, and bringing them into the center stage of the
controversy. They also serve as mobilising grounds as they bring people using
different but similar hashtags together - forming mini topical communities on the
platform. Similarly, such controversies also polarise the platform as has been well
documented by studies (Zaman, 2010). This polarisation was utilised to amplify
voice of boycotts, targeting and shunting down of alternate voices. This is effective
in setting agendas and works as a useful pressure building tactic.

Effective messaging

By identifying the users who actively partook in some degree of boycotting
behaviour, we analyse messaging strategies that resonate with active boycotters for
mobilisation and collective action. Prior work of Flores et.al(2018), which studied
the troll community of r/The_Donald, analysed engagement of different calls to
action but there was no evidence on whether the users who engaged with it were
actually the ones who took part in some degree of collective action behaviour.
Similarly, another work of Savage et.al(2018) which discusses the different calls to
action strategies deployed by bots on twitter, doesn’t measure engagement by users
actually boycotting or taking part in some activism behaviour. In our study by
identifying such users we are able to gather data on what constitutes effective
messaging. As we also see in Savage et.al(2008), direct calls to action were the
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most effective and were engaged the most with active boycotters. We also observe
that tweets indicating (real/unreal) progress in the movement were effective as
such messaging incentives people to participate and mitigates the risk of a ’wasted
effort’. In terms of mobilisation, as also observed previously by Svelch et.al(2016),
emotive messages were highly favourited and thus, must have resonated highly.
But it were the tweets challenging the narrative of intolerant India and rejecting the
version peddled by Aamir, were the ones which were the most retweeted by the
active boycotters. It can be suggested that the desire to challenge this narrative
must have found its way through down-voting/uninstalling.

Replications in #boycott movements

In the Indian context, Snapdeal-Aamir Khan was the first instance that played out in
these terms- target the corporate attachment of the celebrity and leverage consumer
power through social media in terms of App reviews/uninstalls. Since then it has
set a precedence for other similar events to follow. Other events which have played
out in Indian context such as the Amazon-Swara Bhaskar 8, (#boycottAmazon),
Republic TV - Arnab Goswami 9 (#boycottRepublic), Snapchat- Evan Spiegel 10

(#boycottSnapchat) have employed similar tactics of building pressure and leverage.
However, the event cycles for these events happen to be shorter, possibly

explained by a learned behaviour of the people on the platform on how to
effectively make a political statement through boycotting the apps and giving poor
ratings.

As Li et.al(2018) mention, the only successful online boycott in the context of
United States happened to be the #deleteUber movement. This informs us that
making a statement through app uninstalls and ratings make a bigger statement
than buycotts(buying goods of the rival company that one is boycotting), or
generally denouncing company’s products without any way to measure on the
degree of economic harm being caused. A poor rating on an app is easily visible to
everyone (to users and to the company), and it is likely that a corporate entity
notices and takes steps to remedy the damaged reputation. Uninstalling and
downvoting also happen to be relatively lower effort situations than actually
boycotting the product or mobilising on the ground. This also explains the success
of such tactics.
8 https://www.firstpost.com/entertainment/boycottamazon-becomes-top-trend-on-twitter-
company-down-voted-for-associating-with-swara-bhasker-on-campaign-4441577.html
9 https://gulfnews.com/world/asia/india/indian-journalist-arnab-goswami-trolled-for-calling-
keralites-shameless-1.2270743

10 https://www.dailyo.in/variety/deleting-snapdeal-boycott-snapchat-ceo-poor-india-digital-
racism/story/1/16713.html
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Conclusion and limitation

Through an exploratory study of an online boycott movement initiated by the
religious and nationalist users on Indian twitter, we shed light on how collective,
coordinated action is executed by - appropriating affordances provided by twitter
as well as effective messaging to reach out and engage people towards act of
collective action. Our study has implications for the broader CSCW community on
understanding how messaging for effective collective action works, and how
collective trolling behaviour and platform appropriation occurs. As online
platforms are becoming place for civic and political discussions, it is crucial to
understand when and how platforms and users turn to deviant behaviour.

Our study is limited and can be improved by building a more causal analysis
between action and events that follow and finding more micro patterns in collective
behaviour. Retweet network on the platform and it’s growth traced over time can
inform us the way polarisation and amplification occur over time. While our study
covers one event traced over a long time for analysis, we can find broader patterns
and trends from analysing multiple such occurrences and online boycotts.
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Abstract. In the context of addressing global warming issues, one of the possible 

approaches is to provide individuals with tools that support change toward greener 

practices, as for example around commuting. This paper illustrates a study that we 

conducted on the effectiveness of self-tracking of commuting data where participants 

received daily feedback on the financial costs and CO2 emissions associated to their 

mobility practices. In the results, we describe situations where users do not accept the data 

and the models utilized to represent them, highlighting a limitation that diary instruments 

(and underlying models) of this type would have in supporting people to question and 

possibly change their mobility choices.  On the basis of the study findings, we also describe 

a new model aimed at overcoming some of the limitations that the study showed, in 

particular by better connecting the individual environmental impact with the collective one.  

Introduction 

Global warming is a topic that raises many concerns at all levels in society. In 

response to these concerns the HCI research community has been involved in 

looking for solutions, especially in the area of limiting the impact of human 

activities on the environment (Bates et al., 2018; DiSalvo et al., 2010; Knowles et 

al., 2018; Silberman et al., 2014) and promoting change of practices to become 
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more sustainable (Froehlich et al., 2009; Froehlich et al., 2010). While we are 

aware that the Sustainable HCI community has raised questions about the 

effectiveness of addressing the global warming problem through individual level 

actions (Csutora 2012; Knowles et al., 2018), it is also the case that there is a 

portion of the population who shows a willingness to better understand their 

personal footprint in order to engage in concrete actions to reduce and limit their 

environmental impact (Dolnicar et al., 2008; McKercher et al., 2010). In parallel, 

while sparse and country dependent, we are also aware of public initiatives directed 

toward sensitizing the population around environmental topics and providing 

incentives to change them.  

In this context, in past work we started to study what role work organizations 

may play in being facilitators of awareness and change in domains like mobility 

and specifically commuting (Castellani et al., 2014; Castellani et al., 2016). More 

recently, we organized a follow up study, presented in this paper, where we wanted 

to address a group of users interested in assessing and possibly adjusting their 

commuting impact through the use of travel diaries. We setup a study with two 

main objectives.  

The first objective was to further refine our understanding of how people 

commute using different modes of transport, how they choose among those, what 

the reasons are behind their choices, and what are the perceived advantages and 

constraints associated to each means. Our expectations were that having a better 

understanding of the decision-making process could inform the design of a more 

successful tool to incentivize commuters to be more conscious about their mobility 

practices. The second objective of the study was to test the usefulness and legibility 

of a standard model to track and measure financial costs and CO2 emissions related 

to commuting, and to understand what would be the impact of using a travel diary 

in the decision process and in support of change behavior practices.  

We targeted specifically financial costs and CO2 emissions due to commuting 

as these quantities are at the same time hard to compute accurately for people and 

can have a relative strong impact on decision making for taking one or another 

means of transport.  In order to be able to compare the understanding with the 

perception of the usage of several means of transport adopted for commuting, we 

focused the study on users that tended to use different means of transport for a 

similar trip. For participants using only the car or only the bus to go to work, the 

feedback in terms of costs and CO2 emissions would have been the same every day 

automatically reducing the possibility for reflection offered by the self-tracking 

exercise. 

Through the analysis of the interviews with the participants and their diaries we 

aimed to gather knowledge on how people reasoned about the different modes of 

transport and how they made their decisions. Moreover, we wanted to get some 

understanding of if and how the self-reflection on their commuting patterns may 

impact their future choice of means of transport, and also how each means of 
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transport was understood with respect to its environmental impact. What we did 

not really expect though was to have to face another aspect of the study, i.e. that a 

pretty standard way to compute the costs and CO2 emissions associated to 

commuting would have been questioned in the way it was during the interviews.  

This is aligned with what Remy and colleagues say, that there is more than 

usability to be evaluated when it comes to Sustainable HCI (Remy, 2018). Such a 

central aspect of a mobility self-tracking system became then the major focus of 

the subsequent analysis. It is the kind of serendipitous finding that may appear in a 

qualitative research and that in our case took over all other findings coming from 

the study (Corbin et al., 2014; Rivoal and Salazar, 2013). These observations then 

led us to the design of a new model aimed at overcoming the limitations we found. 

In particular, we eventually proposed a new way to compute figures that 

participants of the study perceived to be both fairer, with respect to their impact on 

the environment, and more accurate. 

In this paper we will focus on presenting the results that relate to how users dealt 

with the proposed model and the consequent design implications that we drew from 

the study. 

Related Work and Study Objectives 

The use of personal informatics, also referred as quantified-self or self-tracking, is 

today made possible by the variety of tools and connected objects that are available 

to individuals and has been widely analyzed in the HCI research community 

(Epstein et al., 2015; Li et al., 2010; Rooksby et al., 2014). One recognized use of 

personal informatics is to support change management (Kefalidou et al., 2015; 

Kersten-van Dijk et al., 2017). The link between self-tracking and change 

management is in the reflexive position that users can adopt regarding their 

behaviors (Ptakauskaite et al., 2018). Based on the collected data and on the change 

the user wants to achieve, personal informatics support the user by tracking 

progress toward a desired direction.  

Many studies have focused on activity trackers that track the number of steps, 

the quality of sleep, the heart pulsation or burned calories. The majority of self-

tracking practices target the domain of health and well-being (Choe et al., 2014), 

where models are fairly simple: a step is a step, the quality of sleep computed as 

presence or absence of movements during the night, the number of heart pulsations, 

and the number of calories burned. Despite the required low level of knowledge 

and relative simplicity of the underlying models, some studies have already 

reported the difficulty that users may encounter when having to interpret the figures 

provided by the trackers (Coulter et al., 2008; Herrmann et al., 2018; Puussaar et 

al., 2017). 

When moving to the sustainable mobility domain, we can expect the difficulty 

of people in relating to the numbers to even increase, since the phenomena are much 
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more complex and difficult to reduce. If a user commutes with her car every day, 

how are we going to compute a fixed amount of money that is spent each day to go 

to work by driving a car? Should we include the initial cost of acquiring a car? The 

annual insurance fee? The costs of maintenance? If yes, how should it be integrated 

in the daily cost of driving a car to work? Then we should also add the cost 

associated to the fuel used for that specific trip, which is indeed the simplest thing 

to do when thinking of costs of commuting with a car. For the computation of CO2 

emissions, in a similar way, many questions are open. How should we calculate the 

CO2 emissions of someone taking the bus?  Should we take into account the 

number of passengers in the bus on that specific day? Or make an estimation with 

an average?  

Current online tools for eco-feedback on mobility are based on disaggregated 

data among the various means of transport (in Ref. Carbon Footprint calculators). 

This means that for any mode of transport and a given distance, there is a cost and 

an amount of CO2 emission that is associated (for instance an average CO2 

emission per distance and per passenger for public transport). The disaggregation 

of the data is a useful starting point as it has shown to help to support the 

understanding of the behaviors in settings like the smart grid (Froehlich et al., 

2011). However, as we will see through the results of our study, the use of 

disaggregated data coming straight from CO2 calculators is not enough to represent 

commuting in a way that users can relate to. As the computation is complex and is 

based on a range of factors (owning a car, having a public transport monthly pass, 

ride-sharing), it is difficult for a person to construct an accurate personal estimation 

of the impact of commuting practices (in terms of financial costs or CO2 emissions) 

(Betz et al., 2010; Brazil and Caulfield, 2014; Waygood and Avineri, 2011). 

This complexity translated by an absence of baseline and a possible under or 

over estimation regarding self-practices may lead to situations where a user may 

not understand or accept the data provided by the tracker. These difficulties, as we 

will see, may go beyond the difficulties highlighted in other studies of making data 

understandable through visualization and representation (Choe et al., 2014 ; Rapp 

and Cena, 2016). The difficulties that we found are rather core to the definition of 

the model underlying the computation of costs and CO2 emissions due to 

commuting. There are studies on tools supporting greener mobility practices (Bie 

et al., 2012; Bothos et al., 2014; Bucher et al., 2016; Gabrielli et al., 2013; Jylhä et 

al., 2013), but to the best of our knowledge, none of them details and discusses the 

model underlying the computation. This work aims at contributing to the body of 

knowledge about how people reason in practice about this type of data. 

Specifically, with this work, we want to provide the following contributions: 

i) to highlight how, when it comes to self-tracking of abstract computed data, 

the choices of, what data to use, made by the underlying model impact the 

acceptability of the figures provided;  



 

 5 

ii) to propose a more suited model for self-tracking of CO2 emissions and costs 

associated to commuting.  

Methods and Settings 

In order to study how people understand and accept figures of CO2 emissions and 

costs due to commuting, a diary study has been conducted. We have chosen this 

methodology (Riemann, 1993) as it is difficult to gather information on commuting 

practices through observation over a long period of time. The first part of the study 

occurred over a period of 4 months in summer 2015 and the second part in 2016. 

The study was undertaken in a French metropolis of 700 000 inhabitants which is 

a quite large city with characteristics in terms of transport infrastructure, mobility 

habits and needs of its inhabitants, etc., that may differ quite a lot with respect to a 

megalopolis or a small town. For example, in this town there is a well-developed 

public transport network available to its citizens (which is not necessarily the case 

for example in small towns). And this can have an influence on the way the 

participants to the study organized their commuting.   

Participants 

We recruited a group of participants from the city we are located in. It was 

important to be close to the participants in order to have a grounded understanding 

of the commuting context in the area, of the public transport options available, and 

to be able to facilitate the interviews during the study. The recruitment was done 

through a snowball sampling and ten participants took part in our research. This 

sample size is quite common in qualitative studies that targets to get a fine-grained 

understanding of a specific and complex question (Li et al., 2012; Rapp and Cena, 

2016; Thudt et al., 2018). The ages varied from 27 to 56. Our participants were all 

professionals, qualified as engineers, computer scientists, doctors, technicians, 

school teachers and sales assistants. 

The recruited participants all already had a commuting routine in place such that 

over a month they would use more than only one means of transport to go to work. 

Our objective with this constraint was to be able to provide participants with 

feedback on their behaviors looking at the different figures according to the various 

means of transport. The objective was to observe how participants would 

understand their environmental and financial impact related to commuting. This 

constraint was quite strong and made the recruitment process more difficult and 

longer than expected. 

The home-work distance for the participants varied between 2.1km and 39.6km 

with an average of 15.1km (SD:13.9). The participants lived quite close to their 

workplace and our sample is consequently quite different from the typical 
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commuter average home-workplace distance in France that in 2004 was 25.9 km 

(Baccaïni et al., 2007). 

Table 1 shows the various  means of transport used by the participants. 

Table 1. Means of transport and Home-Work distance (km) 

ID Means of transport for commuting Home-Work Distance (km) 

P1 Tramway, bike, car 3.1 

P2 Bike, bus, moped 6.7 

P3 Tramway, car 3.4 

P4 Bike, car 5.4 

P5 Car-sharing, bus, car 27.6 

P6 Bus, bike, car, car-sharing 18.5 

P7 Bike, tramway, car 2.1 

P8 Bike, train, car-sharing 39.6 

P9 Car, car-sharing, bus 37.5 

P10 Bike, bus, kick scooter, car 7.4 

Procedure 

The study was performed in two iterations. The first iteration is the diary study 

which was divided into three main steps. The first one was a face-to-face semi-

directed interview with the participants where they described precisely their 

commuting practices: the means of transport used, the reasons for choosing a given 

means of transport on a given day, the preferences that they may have for one or 

another means of transport and the constraints they may have in their professional 

or personal lives according to commuting. The objective was to gain a global 

understanding of commuting practices. We also collected the exact path they used 

and all specific information on their personal car or moped (type, brand, year of 

construction, type of combustible). We also gathered information about possible 

goals associated to commuting, if they had any, such as: being able to read or do 

something else while commuting, reducing the financial cost of their commuting, 

increasing their physical activity, or limiting their environmental footprint. 

During the second phase the participants filled a pen and paper diary during 20 

working days. Each day, the participants had to indicate the date, the means of 

transport used that day, the reason why they made that choice and if anything 

pleasant or unpleasant occurred during the commuting. In the first interview, 

participants were asked if they would optionally share their diary with us every 

week in order to have weekly feedback of their practices. Even though many 

participants expressed enthusiasm regarding the proposal, only two of them 

exploited this possibility to receive weekly feedback. This relates to the extra work 

associated to collecting and managing the data (Lazar et al., 2015). Nevertheless, 
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all of them finished the study and produced a daily diary as requested. After the 20 

days, the participants returned their diaries and we were then able to compute all 

the figures regarding the cost and CO2 emissions of their commuting. The model 

underlying the computation is the Eco-calculator described in the next section. 

The third part of the study was a second interview with the participants, where 

we provided them with a compacted view of their commuting practices over the 20 

days, as presented in Figure 1. For each day (a cell in the table), we represent for 

the user the means of transport used to go to work (top left corner of the cell) and 

the means of transport to go back home (bottom right corner of the cell).  

 

We also shared with the participants a representation of the financial costs and 

CO2 emissions for each day. Figure 2 shows an example of these representations 

for participant P6. All the figures produced on the participant’s commuting was 

presented to the participants during interviews with all the required explanations in 

order to allow them to make sense of it.  

The aim of that last interview was to assess if the exercise of keeping a diary on 

commuting practices had impacted the understanding of their practices and if any 

change had happened. The other goal of the second interview was to provide the 

participants with the compiled figures and then to discuss with them if and how 

those figures had made them think about their commuting practices and choices. 

The second iteration used the exact same data from the participant’s diaries to 

provide new figures of the financial costs and CO2 emissions based on a new model 

designed to overcome the difficulties identified in the findings. The new model is 

also described in the findings. In order to question the new figures obtained and 

gather the feedback of the participants, we organized another round of interviews, 

only with the participants whose figures were impacted by the model. In our case 

it was all the participants who had use public transport during their 20 commuting 

days. 

Figure 1 Compact representation of the commuting practices of P6 over the 20 days of diary study 
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The eco-calculator 

The computation of the financial cost and CO2 emission figures was manually 

performed and based on typical carbon footprint calculators publicly available at 

the time of the study (in Ref., Carbon Footprint Calculator). The details are 

presented below. 

For the trips with cars or moped: the cost estimation only considers the fuel 

consumption for the trip, meaning that for each travel, the computation is the 

distance covered (km) times the cost of a liter of fuel (€/L) times the average fuel 

consumption for that specific car or moped (L/km). 

For the CO2 emission, the computation is the distance covered (km) times the 

average CO2 emission for that specific car or moped (g/km). 

If participants did car-sharing, the figures computed for the cost and CO2 

emission were divided by the number of passengers for the travel. 

For the trips with public means of transport, the cost is either the cost of a ticket 

or the monthly pass and the CO2 emission is computed as the average CO2 emission 

Figure 2. Feedback on the cost and CO2 emissions from the eco-calculator model due to commuting for 

P6  
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for one passenger (g/km)1 times the distance covered (km). For commuting using 

bike, kick scooter or walking, the costs and the CO2 emissions are zero. 

Finally, if the participant payed for a monthly transit pass, its cost was 

distributed over the 20 working days of the month.  

Data Collection and Analysis 

We audio-recorded all interviews and collected participants’ diary entries. All the 

interviews were entirely transcribed and analyzed together with the diaries. We 

identified themes using a thematic analysis (Braun and Clarke, 2006). For this 

study, we inductively identified themes starting from the data trying to find 

commonalities rather than having a pre-existing representation of understanding. 

We describe our findings in next section. 

Findings 

Feedback from the interviews revealed situations where the data put the user at 

unease with respect to their own practices. Part of it relates to issues of 

understanding data and other aspects are rather linked to the acceptance of data. 

We do not want to develop this type of feedback in this paper, but rather to focus 

on a major outcome of the study which is the inadequacy of the intent behind the 

model, here to promote greener means of transport, and the figures provided to the 

participants. 

Inadequacy between the model and its intent 

The main objective of simulating a tool tracking commuting practices with a diary 

was to get a first evaluation of what could be its role, if any, in incentivizing users 

to use greener means of transport. It is therefore critical that the data is not only 

understandable, as discussed in the previous section, but also perceived as fair. 

Tracking data about CO2 emissions singles individuals and families out and 

questions their habits (and potentially their privileges) vis-à-vis a global problem. 

But to do so effectively, the model has to be able to properly contextualize the 

behavior of individuals and family units within the overall environmental impact 

of the collective (the city or metropolitan area, the country, etc.).  

P5 lives more than 25 km from work and is used to commute either with a 

combination of car-sharing and bus, or by car solo, or by car-sharing. Because all 

options involve the use of the car, P5 and his partner were really concerned by their 

environmental footprint: 

                                                 
1  These figures come from the Carbon Footprint Calculator (In Ref. Carbon Footprint Calculator, first 

website) with the figures at the time of the study (2015) being for one passenger: 103,3g/km of CO2 for 

the bus and 3.1g/km of CO2 for the tramway. 
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“The main objective was to reduce costs, in terms of car mileage, petrol 

consumption, etc. Because we are both committed to being more environmentally 

conscious, and we said to ourselves that it amounts to having two cars less on the 

road, we decided to take the bus” (P5) 

The solution they had chosen (Figure 3) was to have a main option with car-

sharing from home to the bus-stop and then taking a bus. This meant that on the 

way back they had to coordinate to take the bus at the same time and then go back 

home together with the car. They had a second option, that was to go to work and 

back home with a car doing car-sharing. They resorted to this second option when 

one of them planned to use the car for some specific needs during the day. 

According to the eco-calculator model used in the study, the greener option was 

option 2. The calculator was showing that there were less CO2 emissions with 

option 2 than with option 1. When the researcher explained that to P5, he said: 

“ah this is disappointing” (P5) 

then he tried to understand by guessing that emission should have been a more 

global one: 

“This is just for me, but in the bus, we are not alone” (P5) 

The researcher explained again how the emissions of CO2 for public transport 

were computed (each passenger on a bus emits 103,3 g of CO2 per km). However, 

after the explanation, the questioning was still in place: 

“which would mean that car-sharing would produce less CO2 than a bus even 

when it is full?” (P5) 

This result was really surprising for P5 because it did not comply with the reality 

of facts as he perceived them: when P5 chose option 1, the car was used only on a 

little portion of the trip and then he took the bus. When P5 chose option 2 the car 

was used for the whole trip and there was also the bus circulating. So, from his 

perspective, option 1 cannot correspond to a higher emission of CO2 than for option 

2 because there is one less car on the road between the bus stop and the workplace.  

Similarly, P9 was surprised: 

 “Ah… I emitted less CO2 in [car-sharing than in bus]” (P9) 

Three other participants (P2, P6, P10) faced similar situations where for instance 

a trip using car-sharing or moped was causing a lower or almost equivalent in 

Figure 3. Options of commuting for P5 
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quantity CO2 emission than a trip using public transport. This was not the 

representation of a “greener means of transport” according to what the participant 

had in mind. 

To go further, P10 added: 

“yeah the thing about the bus is that you are not responsible for the itinerary, 

you use something that is there regardless and you do not directly emit anything.” 

(P10) 

Which expressed the gap between a global representation this participant had in 

opposition to a model that was providing daily feedback at an individual level. 

Combining individual and shared responsibility in a new model 

As mentioned in the introduction to this paper, one of the potential issues with this 

type of tool is that it is contentious whether that of individual behavior is the level 

where environmental questions can be effectively addressed. But when it comes to 

vehicle related CO2 emissions, whether individuals decide to use public transport 

or greener forms of transportation, and on the basis of what information, is a matter 

of public policy and concern. And the fact is that the type of confusion over 

feedback provided by eco-calculators that we encountered in this study is 

particularly unhelpful when it comes to properly contextualizing individual 

behavior within a practice (commuting) that depends on public infrastructure and 

resources and is deeply impacted by choices made about them (for example, where 

and how to develop public transport, what incentives or disincentives are provided 

for the use of cars or other means of transport, public policies impacting cost of 

ownership, etc). 

In order to provide feedback that more clearly contextualizes individual 

measurements and choices on costs and CO2, emissions within a public transport 

network, we have defined a model that explicitly considers and illustrates both 

urban community and individual related costs, and for the latter it encapsulates the 

different types of costs. The objectives were to increase accuracy regarding the real 

financial costs and CO2 emissions and fairness regarding the way people think 

about their commuting practices, and finally to have a model that can help to 

encourage the adoption of more sustainable means of transport. The model 

considers three types of costs (or CO2 emissions): the community fixed costs, the 

individual fixed costs, and the individual variable costs.  

Community fixed costs (CFC) 

Community fixed costs can be computed mostly by using information provided by 

some public documents produced by urban area governments. Two types of 

information are required: information about the population and information about 

transport spending. For the first we decided to take as a reference the whole 

population living in the area, typically known from census data. 
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We did not make any distinction among commuters on the basis of their 

activities or home location as all of them can be at any point a user of public 

transport. For information about transport spending, we considered all public 

money spending associated to transportation. This included both 

road/infrastructure work and public transit sponsorship. For the CO2 emission we 

considered only the information on the public transit. From these two figures we 

simply divided the total cost per number of inhabitants and per day in the year to 

obtain the community fixed costs. 

Individual fixed costs (IFC) 

Individual fixed costs are associated with two elements: the ownership of vehicles 

and the ownership of monthly or annual transit or parking passes. Ownership of a 

vehicle includes the cost of its acquisition, maintenance, and the insurance fee. For 

the figures used in the study, we collected all the required information listed for 

community fixed costs and individual fixed costs from a public document (SMTC, 

2013) which is mandatorily produced by each French urban area larger than 100 

thousand inhabitants. We have not included in our model any IFC CO2 emissions 

but we could consider the CO2 emissions of the production of a car or a bike. 

Individual variable costs (IVC) 

Individual variable costs are the costs that are generated when travelling in addition 

to the individual fixed costs. For financial costs these include the individual 

payments that are done when using a transport service, transit, taxi, parking car/bike 

rental, and the cost of the fuel consumed when using a private car. For CO2 costs: 

the use of a private vehicle (including a taxi) accounts for the whole vehicle CO2 

emissions if used in single occupancy mode and divided by the number of 

occupants otherwise. Usage of transit services does not account for extra CO2 

emission since those are already included in the community fixed costs. 

Figure 4 shows the new versions of the figures for participant P6 computed using 

the new model. When comparing with Figure 2 showing the figures for P6 with the 

first model, we directly see for days 2, 3, and 4 that P6 is using transit as she has 

no additional CO2 emissions besides the CFC ones and there is no additional cost 

besides the CFC and IFC ones. 
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Feedback on the new model 

The three types of costs illustrated in the new model can be applied to compute 

both financial costs and CO2 emissions. We re-computed the data of all participants 

with the new model (as the second iteration of the study described in Material and 

Methods) and decided to conduct interviews using the new figures with the 

participants for whom it made a real change from the figures obtained with the first 

eco-calculator model (P2, P3, P5, P6 and P10). These were in fact the participants 

who used public transports during the data collection. All the interviews were 

entirely transcribed. During the interviews we were able to gather positive feedback 

on the new model. P2, P5 and P6 found that the new model was better at accounting 

for pollution issues. P2 and P3 identified that the costs computation was fairer and 

that it was relevant to have such notions. For P5 and P6, it was better incentivizing 

usage of public transit. 

As a general conclusion, all the participants involved in this iteration with the 

new model found it to be more relevant, more accurate, fairer, and more convincing 

than the previous one.  

We observed that the new model better represented the impact of user’s choices 

and the possible impact of changes. This was obtained because costs and CO2 

emissions were organized showing both short-term and long-term impact of the 

user’s practices or habits. The fact that there is public transport in a city depends 

Figure 4. Feedback on the cost and CO2 emissions from the new model associated to commuting 

for participant P6 
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on the policies of a town and can be changed eventually by participating to 

elections. The cost of having a car is based on the decision of a user, at one point 

in time, to buy a car. This decision has a financial impact every day. Finally, the 

CO2 emissions due to a specific trip with a car is based on the choice on a given 

day to take the car instead of riding a bike, taking the bus or walking. In the end, it 

appeared meaningful to differentiate the data, not according to the means of 

transport (as in the eco-calculator), but rather according to the type of type of choice 

made by the user, where (s)he can indeed act. 

Discussion 

The intent behind the model 

A main reason why the eco-calculator model was leading to inconsistencies was 

that the outcome of the calculation appeared to contradict the intent of the model 

itself (Lockton et al., 2016). The intent of the eco-calculator was to support the 

adoption of greener practices. What appeared as an outcome was that, for several 

participants, the use of the bus led to more CO2 emissions than car-sharing or 

moped.  As P5 said:  

“In that case I should stop taking the bus.” (P5)  

This conclusion would be very likely in opposition to what public authorities 

and common sense perceive as green transportation practices. Either the model 

inadequately computes the CO2 emissions for feedback at an individual level, or 

car-sharing is really less polluting than public transportation and in that case it 

would be worth to acknowledge that and act accordingly. 

In a similar fashion, we observed during the interviews side-effects from the 

new computing model. The intent behind the improved commuting model was both 

to avoid the sources of misunderstanding that we identified when using the first 

model and to provide figures showing to people the lower impact of some means 

of transport, like public transport or walking, cycling, or kick scooters. As this 

model makes visible the daily cost of ownership of a car, it might support users to 

more clearly consider the opportunity of owning a car or not. An unwanted side-

effect of this kind of model is well described by P2: 

“that is what I should tell myself, even when I take the bicycle I pay for the 

insurance of the car so it is not profitable to use my bicycle” (P2) 

Behind any model there is an intent and possible unwanted side-effects. 

Conclusion 

The main outcome of this work, is that a model better tailored to provide feedback 

on costs and CO2 emissions in comparison to currently used models, allows users 
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to get feedback that contextualizes their behaviors. It is beneficial to represent in 

the figures the relationship collective and individual responsibilities when it comes 

to commuting. Indeed, commuting requires to make choices upon individual 

options of means of transports, abilities, preferences in the context of a community 

that offers infrastructure such as public transport, cycle paths, roads etc. What the 

participants appreciated in the new model is that even though there is a relative high 

level of abstraction, this model was able to capture the complexity of the question 

and to reallocate the various levels of responsibility to make it fairer.  

We believe that this work and the resulting new model can be inspiring for the 

quantified-self community about ways to answer to the need to better contextualize 

tracked data (Boulard-Masson et al., 2018). 
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Abstract. The #metoo movement can serve as a case for how networked online 
environments can provide settings for the mobilization of social movements, while also 
entail serious risks for those involved. In Sweden, over hundred thousand people were 
engaged in activities against sexual harassments and abuse, where social media were 
used to collect testimonies and to draft and discuss petitions that were later published in 
print news media. While HCI research on trust focus on how people trust technical 
systems, the authorities behind the system, or the user generated data, trust between 
peers in vulnerable communities is less researched. In this study, based on semi-
structured interviews and a survey that involved 62 organizers of the Swedish #metoo 
movement, we therefore look into the question of how a secure and supportive 
environment was achieved among participants despite the scale of the activism. The 
result shows how trust was aggregated over networks of technical systems, institutions, 
people, shared values and practices. The organizers of the petitions used tools and 
channels at their disposal such as e.g. already established social media contexts that 
enabled the #metoo petitions to be formed easily and spread quickly. Establishing a 
supportive culture based on recognition and shared values was central for the 
movement. However, when the activism was scaled up, strategies were used to increase 
security by clarifying rules and roles, limiting access to information, restricting access to 
groups, and limiting the scope of communication.  
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Introduction 

Networked online environments can effectively serve as settings for the 
organization and mobilization of social movements, e.g the environmental 
movement early on used social media to engage a broad public around substantive 
issues (DeLuca et al., 2016; Goodwin & Jasper, 2014; Pang & Law, 2017). Other 
examples of activism where social media played a role include the Arab Spring 
(AlSayyad & Guvenc, 2015; Smidi & Shahin, 2017), the Occupy Movement 
(Kavada, 2015), and movements such as the Gezi protests in Turkey 
(Haciyakupoglu & Zhang, 2015), and Ukraine's Euromaidan Uprising 
(Bohdanova, 2014).  

Campaigns such as #metoo show how online spaces provide opportunities for 
victims of discrimination, harassment and abuse to come out and get support from 
other victims, and to participate in public debates around these issues. 
Simultaneously, research also points at the negative and practical consequences, 
which may render the digital feminist activism risky, exhausting and 
overwhelming (Mendes et al., 2018).  

What characterized the #metoo movement in Sweden 2017-2018 is how well 
coordinated it was, despite being made up predominantly by grassroots initiatives. 
An important difference between the Swedish #metoo movement and other 
similar movements (such as the Arab spring) is that traditional media have usually 
been in opposition to the grassroots movements. In contrast, the Swedish #metoo 
movement used social and traditional media in a coordinated and remarkably 
efficient effort. The organizers managed to mobilize large groups through social 
networks, and then spread their agenda nationally through the largest and most 
influential newspapers. Judging from the public interest (Zachariasson, 2017), as 
well as the number of articles published in newspapers (Eklund, 2018), the 
Swedish #metoo movement can be described as very successful. The movement 
was also able to establish a feminist agenda focusing on structural problems, 
beyond the individual cases (Svärd, 2017). A broad mobilization took place in the 
form of lists of demands petitioned to the government, action plans by politicians 
and employers, as well as a large number of seminars and education organized 
around the country (Annebäck, 2018; Berglund, 2017; Samordningsgruppen för 
metoo, 2018). However, the framing of the movement as a success story obscures 
questions of obstacles that evolved along the way, concerning for example risks 
for those involved.  

In the Swedish #metoo movement, perceived risks concerned not becoming 
employed, or losing one’s current employment because of the participation, or 
facing the social stigma of being a victim of sexual abuse. There were also fears 
of becoming target of threats or continued harassment. These risks had to be 
realized and handled in order for organizers to be able to gather participants and 
collect their stories and signatures.  
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This paper seeks to understand how the organizers of the #metoo petitions 
handled these risks and how they established a secure environment and gained 
participants’ trust.  

Background: Research on trust 
In research on human computer interaction (HCI), trust is a central concept, as 
HCI to a large extent is about making people rely on the technology to solve 
different tasks. When navigating the topic of "trust online", the literature is 
dominated by research mainly on different types of e-commerce solutions 
(Corritore et al., 2003; Kracher et al., 2005), there is also research on e-
government systems (Bannister & Connolly, 2011; Corbett & Le Dantec, 2018a, 
2018b), and e-health systems (Beldad et al., 2010). The focus in these areas is 
mainly on how consumers and citizens can feel confident in systems that handle 
sensitive data such as money or medical records (Wang & Emurian, 2005). When 
it comes to trust in people, the focus has often been on the relationship between 
the citizen/consumer and the authority/service, and thus not directly about the 
trust in peers (Corbett, 2018a). A focus that is more about trust in peers is about 
trusting the reliability of user-generated data. The large amount of information 
available online creates an information crisis where trust in informal networks, 
rather than central institutions, are becoming increasingly important. For 
example, it may be in a situation where activists do not trust the official 
information, such as during the Gezi protests in Turkey (Haciyakupoglu, 2015). 
Here, the technology instead created an opportunity to "aggregate 
trustworthiness"(Jessen & Jørgensen, 2011) from a large number of sources, 
where social trust and technical affordances interact (Haciyakupoglu, 2015). 

Another relevant aspect of online trust is personal security. Within this area, 
the relation between the desire for self-exposure and the possibility of being 
anonymous has been demonstrated when for example; it applies to sensitive 
subjects (Birnholtz et al., 2015), vulnerable groups such as victims of sexual 
abuse (Andalibi et al., 2016), or women who miscarriage (Andalibi & Forte, 
2018). At the same time, research on people's safety awareness on social media 
shows that even though there are concerns that sensitive information is coming 
out, one chooses to trust that it works, as the benefits of sharing experiences and 
getting support are perceived as so valuable that it outweighs the risks. This also 
applies to vulnerable groups such as illegal immigrants in the United States 
(Guberek et al., 2018). 

Undoubtedly, trust is something central to online communication and also a 
broad and multifaceted concept that means different things in different contexts, 
why for the sake of clarity we here would like to define it and explain how we 
relate to the concept in this paper. 
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Following Haraway(1991), technology can be seen as a kind of prosthesis, 
which extends our "arms" and allows us to stretch beyond our bodies and reach 
what we previously could not reach. In this view, trust is about trusting that the 
arms can reach out and carry what we expect them to do. There is always a risk 
that the prosthesis will fall off, but most of the time it goes well. The moment of 
risk means that trust is required, which is why risk and trust are closely 
associated. The more risk, the greater is the trust needed. 

When it comes to technologies such as social media, these are not primarily 
artifacts but consists of humans, sometimes very large amounts of people that one 
might not even have a personal relationship with, but it might be a common 
interest that brought one together. In these cases, the trust is not so much a matter 
of trust in technical systems, trust in authorities, trust in information, or trust in 
particular people, but trust in shared values and practices. For example, it may be 
about belonging to an idea, or a shared experience, which is sufficiently strong or 
revolutionary to motivate the individual to, for example, take the risk of trusting 
strangers in publics (Wang, 2005). 

Trust is also linked to distance. Simplified, the greater the distance, the greater 
the trust required. It can be about physical distance, temporal distance, emotional 
or social distance (Corbett, 2018a). Here, trust can be seen as a process of 
bridging distances, a process that can be described in various phases such as 
developing, building, and maintaining trust (Rousseau et al., 1998). In the 
development phase, trust is about a calculated and weak confidence. Trust in this 
phase is mainly cognitive and is about relying on clear evidence and strong 
external structures such as laws and systems. In the construction phase, trust is 
more about experience built through interactions over time. People and situations 
that have previously been reliable are trusted again. The third phase, maintaining 
trust, is less about calculations and more about belonging, and takes its point of 
departure in shared values and benevolence. One not only trusts that the system 
will work, and that people are predictable, but one trusts that this is motivated by 
shared values. 

Data and method 
To understand how different factors such as social trust and technical affordances 
played a role in the organization of #metoo, this study employs a mixed methods 
approach, consisting of a survey and semi-structured interviews.  

The survey was distributed to the organizers of all 79 petitions that were 
initiated between November 2017 and June 2018. The number of contact persons 
varied per petition group, as well as how contact information was provided. Some 
groups provided group-aliases that transferred e-mail to all the organizers of the 
petition in question, and others provided individual addresses of one or a few of 
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the organizers. Some petitions were organized by groups of people, whereas 
others by just one person. The petitions differed in reach as well: some gathered 
over 10 000 participants, whereas other groups were smaller and more closely 
knit. We distributed the survey to 105 organizers and got responses from 62 
organizers of 50 petitions within two weeks.   

The 62 organizers of the 50 petitions (see appendix 1) came from all over 
Sweden, from Malmö in the south to Kiruna in the very north. One person lived 
in the neighboring Finland. 31 lived in Stockholm, the capital of Sweden, and 4 
in Gothenburg, which is the second largest city. The remaining 27 respondents 
lived in different small towns or rural areas. The organizers were between 20 and 
70 years old with the majority (44 of 62) between 30 and 50 years old. 
Educational levels were high, 54 of 62 had a college education, which is twice as 
many as in the general Swedish population (SCB, 2018). 

The seven interviewed informants ranged from being in their twenties to 50+. 
Their previous experiences as organizers were mixed, from no experience at all to 
a lifelong experience of media activism. Before becoming the organizer of a 
petition, many of them already had access to some sort of professional network 
online; they could for example serve as moderators for social media groups 
gathering people from their industry or be responsible for an e-mail lists that 
connected former classmates.  

The survey asked questions about how the petitions were organized, what tools 
and methods were used, how news media was contacted, and what role security 
and trust played in the petitions’ organization.  

As a way to get complementary information and to deepen our understanding, 
semi-structured interviews were conducted with seven petition organizers, from a 
number of contexts: IT industry, construction industry, the forest industry, 
agriculture, and equestrian sports. Informed consent was gathered, and all names 
of participants and the petitions have been omitted to ensure anonymity. 

Each interview lasted between 50 and 70 minutes and began with a brief 
overview of the purpose of the research, followed by a series of questions asking 
the informant; to describe their background and role in the organization of the 
petition, what ideas and values that influenced the organization, how the petition 
was organized, how it was distributed, about the role of security and trust, and 
what they had learned from the experience.  

The interviews were recorded and transcribed. All data were in Swedish, thus 
the quotes have been translated into English. The interview material, as well as 
open-ended questions in the survey, were analyzed thematically in an approach 
inspired by grounded theory, where a first open-coding of the data was followed 
by more focused coding to develop salient categories. The paper focuses on the 
result of the survey of communication tools and processes and on one of the main 
themes that emerged from the analysis of the open survey answers and the 
interviews; security strategies. 
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Results 

Communication tools and processes 

The tools for initiating and developing the petitions varied from IRL meetings to 
phone calls, e-mail, collaborative writing to social media and survey tools. Social 
media, in most cases meant Facebook. Facebook was used by almost all petitions. 
E-mail or messenger were used in half of the cases, and Google docs was used in 
1/3 of the petitions. Twitter and Instagram were foremost used in addition to 
Facebook, as a way to distribute the petitions.  

After the initiating phase, testimonies were collected through e-mail, social 
media and survey tools. One fourth of the petitions used some sort of survey tool 
to collect testimonies and signatures, the other either used a Facebook group, or 
had a dedicated e-mail address. In the final distribution phase when the result of 
the petition was communicated to its stakeholders, social media was central, but 
also IRL meetings such as seminars, meetings with journalists and decision 
makers, became important.  

The smaller group of organizers usually used a Facebook group, Messenger 
group or chat as an exclusive channel to communicate among themselves. Most 
organizing groups maintained a close and continual contact through different 
tools. 

 
 

Figure 1. The amount of organisers that used different tools in different parts of the process; 
when initiating petitions, collecting testimonies, and distributing petitions. 

The organizer of the petitions used a combination of methods and tools to 
communicate, and the processes could look very different from case to case. For 
example, one petition started as a discussion thread in a Facebook group that 
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already gathered thousands of women from the industry. When the first #metoo 
petitions were published, the issue was discussed in this discussion thread and 
several participants asked for a petition in their own industry. In response, one of 
the participants in the discussion thread quickly put together a manifesto and set 
up a survey tool to collect signatures online and created an e-mail address that 
others could send their testimonies to. She posted information about the petition 
in the open Facebook group, which meant that the petition quickly received a 
wide distribution. After a few hours she had enough material for drafting an 
article proposal aimed to a leading newspaper. The whole process from idea to 
draft went very fast and took no more than 4-5 hours. To get help to develop and 
complete the article, she asked the others in the discussion thread, and in this way 
a group was formed around the continued work. 

Other petitions developed much slower. It was not uncommon that testimonies 
were published semi-public in closed Facebook groups, which generated long 
discussions on each individual case. In some petitions, the text was developed 
collectively, not only by the organizers, but all members of the group came with 
opinions, and the text was examined in detail and discussed intensively before it 
was sent for publication. Several such cases took place in Facebook groups with 
over thousands of participants. 

The interviews show that later petitions learned from previous petitions’ 
experiences and were thus more cautious about how they e.g. used social media or 
with publishing their private email addresses. 

To sum up, the organizers of the petitions used tools and channels at their 
disposal such as already established social media contexts. Most often different 
tools and channels were combined. Facebook seems to have been used by almost 
all petitions and had a central role in the whole development of the petitions both 
as a way to reach out and as a forum for discussion. 

Strategies for security 

While the whole idea of #metoo was to make sexual harassment visible and defy 
the shame of having been exposed, it meant great risks for the victims to come 
out with their stories. The disclosures could, for example, lead to unpleasant 
consequences both socially and professionally, in the form of social exclusion, 
threats and harassment. Legally, accusations that cannot be substantiated in 
concrete evidence or other witnesses, can lead to the person reporting the case 
being sentenced and punished for defamation. On the other hand, perpetrators 
pointed out publicly may suffer from extreme consequences that are not 
proportional to the possible crime. It is therefore not surprising that one central 
themes in the open questions in the survey and in the interviews were about 
security strategies. 
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The material points to five comprehensive strategies for security where the 
first emphasizes a supportive community and openness, and the other four are 
strategies for security with the aim to regulate and control. 

Security through a supportive community 

Most petition organizers emphasized the importance of a trustful environment 
where the participants dared to talk about their experiences and could receive 
support and encouragement from others with similar experiences. The study 
shows how they gave special importance to a supportive culture in which the 
victims were not questioned and were a generous culture where established 
through active and collective moderating. 

Establishing safe and trusting forms of dialogue was central to the organization 
of the petitions. It was crucial to create a situation where people who previously 
might never have told others about their experiences, could get recognition for 
these, and open themselves up without being questioned or risking their identity 
coming out. The situation was based on confidence in the organizers and their 
ability to harbor trust. 

"Most stories were submitted to me and [the other organizer]. Some released their stories in 
the Facebook group, which created trust so that other people also dared to share. This in turn 
created trust. But to send by e-mail felt more secure and we were careful to ask before 
posting the stories that this really was ok. I am thinking that we showed great respect, from 
the beginning, and that this was a good start. We as organizers set rules for what we could 
talk about and not in the group. 

I believe the security of these groups is largely based on the evidence of how widespread 
the problem is. If, for the first time, you feel that you are listened to and taken seriously, and 
if you feel for others in the group, then the interests to break the social rules is not so great."  
(Survey answer from organizer of one of the petitions) 

Being recognized, transparency, and having seen everyone else contributing, 
created another kind of trust, a trust in the community of a collective experience. 
Contributing with a traumatic experience became meaningful when they got 
feedback from a large group and heard other share their experiences, and when 
they come out this contributes to more sharing. An encouraging environment for 
discussion characterized by generosity and without judging or blaming, was an 
explicit ambition that was raised by several organizers of the petitions. This 
supportive culture was also reproduced by the participants. 

Several of the organisers also had a readiness to handle people who needed 
more support, for example by providing information about people or 
organizations that provide legal or psychological support. 

 “We as administrators and coordinators took an active role and set the tone in the comment 
fields. There were never hatred or bullshit, instead many pointed out how good the mood 
was. The focus was on "Thank you for telling us" and always reminding you that there was 
the opportunity to get more support. We worked a lot with responsiveness and for example 
using languages that did not exclude. From the very beginning, we created an opportunity for 
anyone who wanted to talk to a person in charge at our federal office if they needed more 
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support and / or wanted to report a perpetrator, to possibly move on in some way.” (Survey 
answer from organizer of one of the petitions) 

The organizers were subjected to a lot of pressure during an intense time period, 
and in the questionnaire about how they did to create security and safety in the 
organizing group, we get many similar answers that emphasize a communicative 
strategy where all means are used to have close contact with the group: 

"We had our own WhatsApp group where we supported and pepped each other all the time." 

"A lot of conversations, support and a constant checking with each other." 

“Mainly through active contact and support between us. We replaced each other when there 
were tougher discussions in our Facebook group.” 

"Continuous communication between us, we met a lot and talked a lot about what was sent to 
us." 

"We who organized were in different places so could not meet physically but had close 
contact over Messenger so we would always be on the same wavelength."  
(Survey answer from five organizers of different petitions) 

Some organizers knew each other personally before, which facilitated 
communication. But many were not familiar before the call, or just superficially 
familiar before, and found each other through the shared engagement on the issue. 

Security through clear rules and roles 

A strategy that contributed to creating a trusting environment in many petition 
groups was the development and communication of clear rules. Attitudes were 
also developed and disseminated between the petition groups, largely via the 
overall coordination group, which gathered the organizers. 

 “Clear directives on publishing in the group. We were clear about how we safeguarded 
anonymity and total anonymization of testimonies (no one was allowed / could publish 
testimonies in the group. Testimonies were first sent to e-mail that we admins later published 
without names and places or other "disclosure" in the group). Additions to the group needed 
to be approved by the contact person and us in admin. The group was secret and not 
searchable.” (Survey answer from organizer of one of the petitions) 

Active moderation was another source of security. Those who moderated the 
groups worked actively to ensure that the rules on anonymization and generosity 
were complied with, and they closed down discussion threads that didn’t follow 
the code of conduct. They also reminded the participants about the rules and the 
goal of the campaign as a way of improving the level of discussion. 

Likewise, another safety measure was to appoint one or a few people who 
acted as spokesmen for the group. Clearly speaking for all the anonymous voices 
of the petition was a way of removing focus from individual organizers, and 
instead emphasizing a collective voice. 

Security by limitation of information 

The trust was also based on the fact that names did not spread - neither on victims 
nor perpetrators. Technical affordance was fundamental to effective 
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implementation. The technical security was (somewhat surprising) nothing that 
the organizers experienced as risky, instead it was the human factor that they 
could be worried about: it was crucial to be able to trust that members of the 
group did not spread the name and information further. 

A basic principle that all groups have embraced was anonymity: The right to 
be anonymous, but also to let others, even perpetrators, be anonymous in the 
testimonies. Active moderators ensured that this was complied with in testimonies 
as well as group discussions in social media. This mainly concerns what is 
communicated externally and to other members, but in a few groups, there were 
full internal anonymity, ie those who left testimonies were anonymous also to the 
organizers, and that the organizers were anonymous to the participants. 

All groups had restricted access to information about the victims, and to the 
uncensored testimonies. In the relatively open groups, however, many testimonies 
were published directly by victims, which meant that the person then became 
known to the whole group which could consist of thousands of people, sometimes 
with serious consequences. 

"To avoid testimonies leaking from the group, we started collecting them in a separate 
document and deleting them from the Facebook group. This turned out to be too late. A 
woman was contacted by her perpetrator after her testimony leaked." (Survey answer from 
organizer of one of the petitions) 

Following this event, members were asked to send their testimonies either directly 
to the organizers, or through a form that allowed full anonymity. Here, different 
considerations needed to be taken into account and balanced against each other. 
While it was important that information did not leak out, the sharing of 
testimonies and feedback on these stories was important to develop a trustful 
atmosphere that made more people dare to testify. This was resolved in some 
petitions by making the administrators share the testimonies on social media, 
allowing the victims to be kept anonymous, while people still were being able to 
discuss the testimony and publish their support. 

"We had rigid rules on anonymity in the group, for having the security to share. This meant 
that it was mainly us administrators that shared the testimonies in the Facebook group.” 
(Survey answer from organizer of one of the petitions) 

It seems that the need to be anonymous was perceived as being particularly 
important in tightly connected networks, where everyone knew everyone. Firstly, 
because there was too much to lose if it came out that you participated in the 
#metoo activism, as there were few possible new workplaces to switch to. Partly, 
the perpetrators, or the perpetrators' relatives, were often well known and 
included in their social network, which meant that they (or other people with an 
interest in the issue, such as human resource managers at companies), easily could 
access information in social media by looking over the shoulders of a partner or 
simply by sharing login information with a family member. 
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Some petition organizer therefore chose to be completely anonymous and did 
not have any named organizers or signatures at all. This approach of total 
anonymity, even towards journalists, could create difficulties in reaching out and 
gaining legitimacy, but was sometimes a necessary way to go to avoid reprisals 
from colleagues and family, or for fear of what the public light would entail. 

Security by limiting access 

One way to ensure that information did not seep out of the group was to carefully 
check and limit new members. A related security issue concerns the power 
imbalance of the group, to ensure that unauthorized persons did not gain access to 
the group: 

”Here is the crux ... it was decided, for example, that no journalists would be allowed to join 
the group. Then part of the admin group went in with the argument "but that's my friend" and 
added these people again. Also industry professionals / service persons at [industry name] 
were added with the same argument against the group's will, even though the group assumed 
to be a group for [professional identity]. Thus, they were expected to tell sensitive stories to 
their employers, who in some cases leaked information into [the industry company].” (Survey 
answer from organizer of one of the petitions) 

Here they were careful about not accepting managers or employers as 
participants, or teachers mixed with students. A closely related dilemma is the 
cases where some member is closely related to a person who has power over the 
others in the group. Sometimes participants left the group voluntarily as they 
experienced that their participation reduced the trust within the group. But many 
times, questions about power imbalance and dependency conditions could be a 
dilemma, which sometimes made the organizers take other paths, and use other 
tools than just Facebook: 
 

 “We didn't want to bring in some of them [who had high positions or worked as a person 
responsible for staff] who we knew about. So, we never arranged such a [Facebook group], 
but instead we spread the Google form via Messenger and yes, we sent it to our nearest 
network, and so it spread. So then it became so that one could pass it around and say that it 
comes from a safe source. It was as if we passed the trust on.” (Interview) 

 
For most petitions, the question of who would participate was simple: Women in 
the industry. Many petitions spoke in the names of women and non-binary. But in 
several cases, discussions arose about the question of who would be allowed to 
participate. The least controversial was the separatism, to exclude non-women, as 
including men was seen as the presence of potential perpetrators and could reduce 
the trust within the group. But in industries where the career paths were a little 
unclear, a discussion also emerged about the significance of boundary drawing 
and why industry-specific manifestations had an importance. 

"Many people signed the petition, but many have a very vague connection to the industry, 
but more willingness to be seen and heard, and to be in the limelight that the [...] industry 
has. Whether someone harasses you in your amateur [context] says more about how society is 
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at large than how […] the industry looks. ” (Survey answer from organizer of one of the 
petitions) 

Foremost, the issue with participation was not about professional identity but 
about power. Since sexual harassment is seen as an expression of a power 
structure where those who consider themselves to have more power are those who 
harass them with less power, it was an important issue that the participants in the 
group had a fairly equal status so that they were not in different ways potentially 
contributing to these power schemes, e.g as a manager or client.  

The importance of other power structures such as age and sexuality was also a 
discussion that came up, and made the requirement for equality within the group 
complicated. The affinity with other vulnerable people collided with the affinity 
of colleagues, family or others of the same age or other forms of power positions. 

"I took the initiative to a meeting irl afterwards, it was very strengthening to meet people, but 
I reacted on that most of the people who came to the meeting were heterosexual white 
women in their 40s-50s .... we did not recruit the young, perhaps because one of the members 
of the admin did not want to have students in [context] because she taught [there]. I thought 
we should have included the young. that is my opinion, because they are the weakest and 
perhaps the most vulnerable, at least it has been so historic. ”(Survey answer from organizer 
of one of the petitions) 

Security by limitations in scope 

Another security strategy applied by several petitions was limitations in scope. 
The gathering of testimonies and signatures could e.g. take place for a limited 
time and the group was then closed down when the petition was published. 
Another aspect of scope concerns the size of the group. Although it was seen as 
positive that the petition created interest and engagement, problems arose if they 
become too big. 

The challenge of scaling up a feminist supportive culture developed in smaller 
groups was made clear by the speed of how the calls were developed, where 
quick decisions must be taken without any formal leadership. The larger the 
group became, the more uncertain it became for the participants, as the 
possibilities for information leaked increased. But above all, it was labor intensive 
to moderate large, sprawling group discussions that went on around the clock. 

 “Our security was never a problem. The most problematic was workload and stress. ” 
(Survey answer from organizer of one of the petitions) 

It happened that groups grew uncontrollably, and some administrators felt that 
they did not manage to administer the group, and that they could not control that 
the information was not leaking. 

 “The larger the group became, the more unsafe it became. We tried to make those who 
wrote in the group aware of this and think about that we became bigger and that the secrecy 
became increasingly difficult to maintain. However, the stories that became public were 
anonymized and when it was published we closed down the group for reasons of 
confidentiality.” (Survey answer from organizer of one of the petitions) 
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One measure taken to reduce stress was to "pause" the group for a period, when it 
was not possible to post, to give all participants a much needed rest from the 
intensive discussions in the forums. 

In summary, most groups started from a feeling of trust based on recognition 
and shared values. But especially when activism was scaled up, strategies were 
needed to increase security by clarifying rules and roles, limiting access to 
information, restricting access to groups, and limiting the scope of 
communication. 
 

Levels of security 

At an overall level, the groups applied similar strategies for security, but there 
was a varying level of security that could be divided into three type groups. 
 

 

Figure 2: Illustration of information flow on three levels of security: Community, where 
information flow in all directions between the organizers and participants, and participants and 
participants, and security is based on trust on shared values and community; Regulation, where 
information flows in both directions between the organizers and participants but where the 
organizers acts as gatekeepers moderating the information flow between participants and 
participants; Alienation, where information flows from participants to organizers, but 
participants have no means to contact other participants, and can be anonymous also for the 
organizers. 

Some groups applied a light security that relied on fellowship. Organization and 
collection of testimonies were made in closed groups on social media, to which 
people belonging to the defined group were invited. The invitations to the group 
worked according to the snowball principle so that everyone was invited by 
someone who knew them, so there was a social closeness and community between 
the participants of these expanded networks. 

Other groups had moderate security where communications were more 
regulated. On Facebook, they created hidden and "secure" groups that weren’t 
searchable, that sometimes changed names constantly so that they would be 
harder to find for outsiders. Anyone invited was checked by the group's 
administrator, who in some cases also moderated posts before they were posted to 
ensure that no one posted names or anything else that could harm the safety of 
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individuals. In this security strategy trust was based on common rules and 
leadership. 

Some groups applied a strict security based on alienation where a (sometimes 
completely) anonymous organizational group collected testimonies via a survey 
tool. Those who participated had no opportunity to contact each other or see the 
other participants’ contributions. Here, the technology was used to minimize the 
risk that identifying information were spread by minimizing the possibility for the 
participants to communicate with each other or with the organizers. 

Within these different levels of security, various strategies were used to 
promote trust and ensure security: a supportive community, clear rules and roles, 
limiting information, limiting access and scope. 
 

Concluding discussion 
The results show that security was a central issue in the organization of the 
petitions, where various strategies were used to promote trust and ensure security: 
a supportive community, clear rules and roles, limiting information, limiting 
access and scope. 

The safety of the individuals was important for trust in the organization of the 
call, but at the same time there was a contradiction between being anonymous and 
feeling a sense of community and trust in the collective. The organization of the 
petitions employed a varying degree of security, corresponding with the degree of 
perceived risk from the participants, ranging from an emphasize on belonging and 
relationships to focusing on regulations, to a situation where the tools and 
methods enabled alienation as a mean to reduce risk:  

• From a process of trust through shared values, benevolence and 
belonging. Here, the starting point was the trust due to social closeness 
and a shared interest with people from an enlarged network. 
Information flowed in all directions between the organizers and 
between participants and participants. 

• To a process of trust based on pronounced regulation and leadership. 
Here you have learned to not trust anyone who wants to be involved: 
Information flow in all directions between the organizers and 
participants and participants, but the organizers acted as gatekeepers 
and censors. 

• To a process of trust that involves calculating and strict security where 
confidence is weak and the technology is used to enhance alienation 
between users and thus minimized risk and create a social distance. 
Information flow from participants to organizers, but not the other way. 
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No organizers expressed concern regarding the risk that the technology would not 
work or any privacy concerns of technical nature. This tendency is confirmed by 
previous research, that people choose to rely on technology, even though they 
should know better (Guberek et al., 2018). 

In trust research trust is seen as a process of crossing distances, a process that 
can be described in various phases such as developing, building, and maintaining 
trust (Rousseau, 1998), where one phase is based on the other and moves towards 
trust based on increased community and belonging. In the case of #metoo in 
Sweden, one can see the different types of trust processes as an expression of the 
levels of trust in the different industries from which the petitions originated. But 
one can also see it as a reverse trust process, where trust initially was high, in the 
beginning when the group was smaller, and then were reduced when the 
organizers realized the risks and when the groups became larger and exposed to 
the public. The biggest risk was also experienced in situations where the 
participants actually came from a tightly knit network and thus knew or 
understood each other well. Here the risk was that the participants could have 
conflicting loyalties. 

Both the participants and the organizers initiated and participated in processes 
they seldom had control over and rarely had previous experiences of. The 
strength to actually implement these risky projects came from previous successful 
petitions that acted as role models and established a shared set of values and 
practical examples. Technical affordance was another important factor. A number 
of easily available technical tools functioned as prothesis that enabled the 
organization to be scaled up and extended to thousands of participants. Several 
petitions were made in horizontal networks in social media that organized women 
in the industry, and there were often already established networks that enabled the 
#metoo call to be formed easily and spread quickly. The trust that enabled so 
many to actually participate was not trust in a particular system, trust in an 
authority or a known person. Instead, the trust can be described as aggregated, it 
was established through trust in technical systems, institutions, people, shared 
values and practices, and lots of trust-generating interactions over time both 
before and during the actual organization of the petitions.  
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Appendix 1 
 
Table: List of the 50 hashtags that where included in the survey; translation, date, 
publisher, amount of signatures, and context.  
 
Hashtag Translation Date Publisher Signatures Context 

#tystnadtagning Silence, camera action 2017-11-10 Svenska Dagbladet 705 Actors 

#imaktenskorridorer In the corridors of power 2017-11-17 Svenska Dagbladet 1 319 Politicians 

#närmusikentystnar When the music becomes 
silent 

2017-11-17 Dagens Nyheter 1 993 Music industry 

#teknisktfel Technical problem 2017-11-19 Dagens Nyheter 1 139 Technology industry  

#deadline Deadline 2017-11-21 Feministiskt perspektiv 4 084 Journalists 

#inteförhandlingsbart Not negotiable 2017-11-22 ETC 1 501 Union movement 

#tystdansa Silent dancing 2017-11-22 Feministiskt perspektiv, 
Dagens Nyheter 

620 Dancers 

#akademiuppropet Academics' petition 2017-11-24 Svenska Dagbladet 2 400 Academics 

#omniberättarlyssnarvi If you tell we will listen 2017-11-24 Dagens Nyheter 1 299 Psychologists telling 
about clients' 
experiences 

#vardeljus Let there be light 2017-11-24 Kyrkans tidning 1 382 Swedish church 

#sistaspikenikistan Last nail in the coffin 2017-11-27 Aftonbladet 4 672 Construction industry, 
architects 

#vårdensomsvek The health care that failed 2017-11-27 SVT Nyheter none Patients 

#larmetgår The alarm is on 2017-11-28 Aftonbladet none Emergency services 

#sistabriefen Last brief 2017-11-28 Dagens Nyheter 2 126 Communications 
industry 

#givaktochbitihop  Stand firm and suck it up 2017-11-29 Dagens Nyheter 1 768 Swedish defense 

#nykterfrizon Sober free zone 2017-11-29 Accent - Sveriges största 
tidning om droger och 
nyhkterhet 

500 Recovered alcoholics 

#visparkarbakut We are bucking 2017-11-29 Dagens Nyheter 1 089 Equestrian 

#skiljaagnarnafrånvetet To separate the wheat 
from the chaff 

2017-11-30 ATL Lantbrukets 
affärstidning 

937 The Green industry 

#utantystnadsplikt Without professional 
secrecy 

2017-11-30 Svenska Dagbladet 10 400 Physicians 

#utgrävningpågår Excavation running 2017-11-30 Dagens Nyheter 387 Archeologists 

#vikokaröver We are boiling with rage 2017-11-30 Dagens Nyheter 1 863 Restaurant industry 

#metoobackstage Metoo backstage 2017-12-01 Svenska Dagbladet 1 614 Television, film and 
stage production 

#slådövörattill, #byss To turn a deaf ear 2017-12-03 Dagens Nyheter 634 Deaf community 

#ålandockså, 
#högtskalldetklinga  

Åland also 2017-12-03 Egen hemsida 1 568 Finnish citizens living 
on Åland 

#konstnärligfrihet Artistic freedom 2017-12-05 Konstnärernas 
riksorganisation 

1625 Arts and crafts 

#nomore No more 2017-12-06 Dagens Arena none School management 

#lättaankar Weigh anchor 2017-12-07 Sjöfartstidningen 1000 Shipping 

#utanskyddsnät Without safety net 2017-12-10 Dagens Nyheter none Persons in addiction, 
criminality or 
prostitution 

#virivermurarna We are tearing the walls 
down 

2017-12-10 Aftonbladet 954 Prison and probition 
service 

#skrattetihalsen Choking the laugher 2017-12-11 Dagens Nyheter 80 Comedians 

#intedinhora Not your whore 2017-12-16 Dagens Nyheter 144 Persons in prostitution 

#nustickerdettill Now it will hurt 2017-12-16 Dagens Nyheter 1 309 Health care employees 
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#bortabrahemmavärst There is no place worse 
like home 

2018-01-02 SVT Nyheter 718 Persons with 
experience of domestic 
violence 

#dammenbrister The pond is breaking 2018-01-02 Astra 6111 Finno-Swedish 
citizens 

#inationensintresse In the interest of the nation 2018-01-03 Uppsala Nya tidning 826 Students in Uppsala 

#obekvämarbetstid Uncomfortable working 
hours 

2018-01-10 Handelsnytt 377 Commercial 
employees 

#inteminskuld, 
#påvåravillkor 

Not my debt, on our terms 2018-01-14 Dagens Industri 300 Banking, financial and 
insurance industries 

#nostranger No stranger 2018-01-18 Expressen 500 Victims of racism 

#slutvillkorat No more conditions 2018-01-22 Feministiskt Initiativ 60 Persons with 
normbreaking 
disabilities 

#nödvärn Self-defense 2018-01-25 Nödvärn 5 000 The police 

#allmänhandling Public document     Not 
published 

Governmental 
employees 

#exponerad Exposed     Not 
published 

Photographers 

#fordonsindustriupprop
et  

 The transport industry 
petition 

    Not 
published 

Transport industry 

#husfrid Domestic peace     Not 
published 

Against domestic 
violence 

#ikulturarbetarnasrum In the room of the cultural 
workers 

    Not 
published 

Cultural workers 

#kidstoo Kids too     Not 
published 

Association for 
persons related to 
sexually abused 
children 

#vispelarintemed We do not play along     Not 
published 

Game industry 
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Abstract. Within the context of the research project ORBIT (Overcoming Breakdowns in 
Teams with Interactive Tabletops), we design and study a joint problem-solving activity at 
an interactive tabletop, that gives participants the opportunity to develop their collaboration 
methods. To gain design insights for the development of a scenario soliciting participants 
to collaborate, we set up a multidisciplinary design workshop. During the latter, we explored 
and discussed three different collaborative scenarios, implemented as paper prototypes. 
In this paper, we report on first results gained from an exploratory analysis of the video 
data that was recorded in the context of this workshop. 

Introduction 
Shared interfaces such as multi-touch tables and tangible tabletop interfaces were 
repeatedly found to mediate and support collaboration. Ioannou and Antoniou 
(2016) summarize that tabletops enhance the sense of teamwork, sollicit interaction 
and willingness to participate in group tasks, increase equity in physical interaction 



 

 2 

and facilitate joint attention on the task. These benefits are largely due to the big 
shared screen and the possibility for direct and simultaneous interaction by multiple 
users (Mercier and Higgins, 2014). When participants’ attention is drawn to the 
tabletop, they can see each other’s actions as well as the system’s feedback, 
potentially changing the nature of the collaboration (Price, 2013). So, explicit 
awareness of other’s (hand) actions can facilitate explorative conduct and increase 
collaborative forms of construction and interpretation (ibid.).  

While multi-touch tabletop interfaces are operated using finger touches, tangible 
tabletop interfaces (TTI) additionally make use of physical objects that can be 
placed, moved or rotated in order to interact with the system. Due to their physical 
nature, a TTI can be conveniently embedded in a real physical space and situated 
in a social setting (Fernaeus et al., 2008). In particular, the physical objects support 
participants in partitioning and coordinating their activities (Scott and Carpendale, 
2004), and facilitate individual ownership and announcement of tool use as support 
for group awareness (Speelpenning et al., 2011). 

A vast body of research has already identified how the design of TTI enables 
multiple users to jointly work on a shared task or enhances group work (Fleck et 
al., 2009; Yuill et al., 2012; Stanton et al. 2001; Woodward et al., 2018). Our work 
contributes to and attempts to extend these previous works in two aspects. First, we 
focus on a specific understanding of collaborative conduct. Second, we seek to 
create and identify design aspects which go beyond 'just' enabling participants to 
collaborate, but furthermore elicit them to collaborate.  

In everyday life and in some literature, the term 'collaboration' is often used very 
broadly to describe two or more persons working together on the same task. 
However, in our work, we go beyond this general understanding of collaboration 
and to do so, we mainly rely on Roschelle and Teasley (1995). They define 
collaboration as a coordinated, synchronous activity where mutually engaged 
participants rely on a mediational framework to construct and maintain a negotiated 
and shared emerging conceptual space to jointly solve a problem (according to a 
shared understanding of the latter). The above-mentioned conceptual space is 
referred to by the same authors as "Joint Problem Space (JPS)" to grasp how 
collaborative activity gets organized in participants' interactions. JPS incorporates 
participants' orientation to (shared) goals, their descriptions of the current problem 
state, their awareness of available problem-solving actions, and associations 
interrelating the previous aspects. So, the JPS is considered here as an interactional 
achievement rather than as a convergence of individuals' mental representations 
(Sarmiento-Klapper, 2009). 

Within the context of the ORBIT-project (Sunnen et al., 2018), we design and 
study a joint problem-solving activity at an interactive tabletop, that gives 
participants the opportunity to develop their collaboration methods. To develop 
design implications for that matter, more precisely, for the development of a 
scenario soliciting participants to collaborate, we set up a multidisciplinary design 
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workshop. During the latter, we explored and discussed three different 
collaborative scenarios, implemented as paper prototypes. In this paper, we report 
on first results gained mainly from an exploratory analysis of the video data that 
was recorded in the context of this multidisciplinary design workshop. 

Designing collaborative scenarios 
So, the very first design question that arises from the above described perspective 
on collaboration is the following: How can we design a TTI-mediated joint 
problem-solving activity that elicits collaborative conduct among the participants, 
or in other words, the construction and maintenance of a JPS? More specifically, 
we focus here on the design of the TTI, which is meant to be a fundamental 
component of the mediational framework through which participants establish and 
maintain a joint problem space. 

Thus, in the course of developing the design, we retained the following 
'preconditions of collaboration': the TTI is supposed to afford the co-construction 
of a shared semiotic space as well as to solicit and sustain the participants 
interactions as mutually organized. In line with these prerequisites, three 
intertwined TTI aspects can be varied in order to explore their consequences on the 
collaborative conduct of the participants: the difficulty of the task, the 
complementary distribution of participants' competencies1 and the organization of 
the physical semiotic space of the TTI. 

A group-worthy task should be challenging and equally addressing all the 
participants, and invite them to work together interdependently and reciprocally to 
reach a common goal. This can be achieved if the task aims at creating a situation 
in which participants' exchange of ideas and information, and their joint 
construction of understanding are vital to success (Mercer, 1995; Vass and 
Littleton, 2010; Cohen and Lotan, 2014). Within each of our scenarios, we rendered 
the sub-tasks more and more challenging by adding further constraints at each level. 

Closely related to the task are the competencies that are assigned to and realized 
by the participants. In order to have the possibility to participate in the 
accomplishment of the task in a mutually engaged way, participants need to be 
provided with complementary abilities so that they have to rely on multiple 
resources that cannot be mobilized by one person alone. The complementarity of 
the competencies was implemented here as a mobilization of tangibles in time, 
either simultaneously or sequentially ordered. Note, that even though the TTI-
activity pre-determines what can be done and what cannot not be done, meeting the 

                                                
1 By ‘competency’ we mean here the potential abilities and roles ‘provided by’ or ‘built into’ the TTI-mediated 

joint activity. Whether and how these competencies are actually embraced and enacted by the 
participants is, of course, a different story and constitutes a primary concern of our analytical work. 
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task-challenge via competencies ‘is not given’ but has to be, explored, negotiated 
and (or at least) coordinated by the participants.  

We already mentioned that the large shared screen of a TTI is of paramount 
importance when it comes to supporting the construction of a joint focus among the 
participants. So, we decided to explore the physical semiotic space of the interface 
with regard to directionality and visible access, and in terms of the organization of 
the space (parcels, fields, connected space). 

Thus, the following, more specific intertwined design questions emerged for us: 
1) How can we organize the physical space of the TTI to solicit the construction 

of a joint conceptual space? 
2) How can we design TTI-instantiated complementary competencies so that 

they elicit participants' mutual engagement with one another to construct 
and maintain a negotiated and shared emerging conceptual space? 

3) How can we design a challenging task that solicits participants mutual 
engagement in a joint problem-solving activity? 

We then tailored these three aspects to our context, goal and target audiences 
and the outcome turned out as three scenarios (see table 1), which we tested as 
paper prototypes during our multidisciplinary design workshop. In the following, 
we shall give more information on the design workshop, the three scenarios and 
how we evaluated the latter. 

Multidisciplinary Design Workshop 
A central element in all of the scenarios was a shared central space, where all the 
participants have equal access to the current state of the game. All three versions 
were designed to be 'played' by three adult participants with no required training or 
specific skills. After defining the details of each scenario such as the main goal, 
tasks, roles, levels and challenges, we made a paper prototype of each game to test 
them in the design workshop. The scenarios were developed by a team of two 
computer scientists. The latter also participated as moderators in the workshop, and 
a team of three social scientists2 participated as users (without being aware of the 
exact game mechanics). The social scientists, furthermore, provided a feedback 
from the perspective of researchers investigating collaborative conduct. The aim 
was to evaluate the aspects of collaboration in each scenario and decide about the 
features to consider for further development. The session lasted in total four hours 
and was audio and video recorded. The participants played each scenario on 
average for 30 minutes and there was on average 40 minutes of discussion after 
each test session. 

                                                
2 The involved computer and social scientists are also the authors of this paper. 
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Table I. Overview of the designed and evaluated collaborative scenarios 

 Task Complementary competencies Organization of 
space 

 
Scenario 1: 
Damaged 
spaceship 
(Figure 1) 

Retrieving 
various 
specified parts 
(appearing 
randomly in the 
different 
parcels) with 
the fitting tools 

Retrieval and carrying means are 
distributed among the three 
participants: 
• every participant can carry 2-3 

parts, 
• every participant can use 

his/her two exchangeable tools 
to retrieve a part placed in one 
of the three terrains, 

• later, an extra tool is needed to 
get the parts (two participants 
must simultaneously mobilize 
tools). 

Three enclosed, 
rectangular 
parcels 
representing 
different terrains 
(desert, ocean, 
forest).  

 

 
Scenario 2: 
Growing 
crops 
(Figure 2) 

Cultivating 
various types 
of crops on the 
fields by 
applying 
different 
farming 
resources in a 
specific 
sequence 

Farming resources and seeds are 
distributed among participants: 
• participant has tractor and 

wheat seeds, 
• participant has water and bean 

seeds 
• participant has fertilizer and 

orange seeds 
Sequence: tractor, seed, water, 
fertilizer 

Eight closed 
areas with 
different shapes 
and sizes (from 1 
to 6 units) 
representing 
fields to be 
cultivated. 

 

 
Scenario 3: 
Collecting 
garbage in 
the see 
(Figure 3) 

Steering a ship 
to specific 
positions in the 
open sea to 
collect items 
(garbage and 
later fuel) and 
to return ship to 
harbor 

Movement options distributed 
among the three participants:  
• participant in the North (N) 

can move southward (S) and 
southeast (SE)  

• participant in the Est (E) can 
move westward (W) and 
northwest (NW) 

• participant in the South (S) can 
move northern (N) and 
northeast (NE) 

Movement to E is only possible 
through an alternation of NE and 
SE. 
Movement to SW is only 
possible through an alternation of 
W and S 
Movement to SW is only 
possible through an alternation of 
W and S. 

One connected 
space 
representing the 
sea with several 
islands and a 
harbor. 
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Each test session started with the explanation of the 'game' by the computer 
scientists (as moderators), followed by the pilot level to let the participant 
familiarize themselves with the features of each scenario. Then, the participants 
played different levels of each scenario with one of the computer scientists acting 
the reactions of the computer, moving and placing the objects of the paper 
prototype. During each test session and discussion, all the members (testers and 
moderators) were taking notes of the remarks and the raised ideas. At the end of 
each session, the participants discussed the experience, focusing on the potential of 
the scenario to trigger collaborative conduct as well as the suitability of the scenario 
to be instantiated in various contexts. After the workshop, we went through the 
recorded materials to further investigate the scenarios from the perspective of 
collaborative conduct. The latter is what we report on in this paper. 

Description of the three scenarios 

Scenario 1: Damaged spaceship 

 

Figure 1. Picture of the damaged spaceship scenario.  

For the first scenario (Figure 1), we subdivided the central space of the tabletop 
into three parcels representing different terrains: ocean, forest and desert. 
Participants were told that they were astronauts and had to repair their spaceship. 

central area: 3 parcels

avatar

part

TUI: 
shared 
area

personal 
area

list of 
collectable 
parts

2 slots 
for tools

tool

2 or 3 
slots for 
parts

Storage 
area for 
tools
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To achieve this goal, they had to collect different parts (provided as picture cards 
on the tabletop), which were scattered over the three different terrains. To collect 
the parts, specific tools (provided as picture cards3) were needed and each terrain 
required participants to use two different tools (for example, a hammer and a torch) 
for pick-up. After being informed about the required number and type of the 
different parts (visualized through a list), they needed to have the right tools to 
retrieve the required parts, which appeared randomly in the different terrains. Every 
participant had a personal area with two slots, where the previously collected tools 
could be placed. To use the latter, participants had to touch the part with their avatar 
(an astronaut). The part was then moved to the designated place disposing of 2 or 
3 slots (according to the level) in the personal area of the collecting participant.  

These constraints were here our way of implementing complementary 
competencies among the participants. Everyone could only store two respectively 
three parts and dispose of two tools. So, the main collaborative task in this scenario 
was therefore distributing the tools among them to collect the parts. We expected 
the participants to discuss their strategies and to coordinate their actions with regard 
to picking up the right part at the right time. In the last level, to emphasize the 
coordination challenge of the task, three tools were needed to fetch a part4. To do 
so two of the participants had to simultaneously touch the part with their avatars. 

Scenario 2: Growing crops 

The second scenario was set in a farming context (Figure 2). The shared space was 
divided into eight areas of different shapes and sizes designated as fields. Every 
participant received a tangible representing a bag of seeds (wheat, bean, orange) 
and a tangible providing him/her with the control over a farming resource (tractor, 
water, fertilizer). The set goal of this scenario was to grow certain amounts of the 
available crops in different fields. 

To reach this goal the participants had first to discover and then apply the 
procedure to cultivate a field. As soon as a tangible is placed on the shared space, 
participants receive a feedback (green check or red cross) from the TTI whether the 
tangible was applied at the right moment in the sequence (which is: tractor, seed, 
water and then fertilizer). Therefore, they had to try out and explore together 
different combinations of using their competencies to make the products grow. To 
keep the task challenging and to further solicit discussions and coordination efforts 
among the participants, a number of constraints were introduced along the levels 
(adjacent fields cannot contain the same product, amounts to grow are given, time 
constraint). 

                                                
3 In the TTI implementation the parts would be provided as digital objects and the tools as tangibles. 
4 Two tools related to the terrain and one extra tool related to the part. 
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Participants' main collaborative task was here to coordinate their actions to apply 
their complementary competencies in the right sequence to cultivate a field 
successfully. Furthermore, they had to discuss and agree on cultivating strategies 
(where to plant, what to plant and how much). The task was considered as 
accomplished when participants had harvested the asked amount and so the overall 
success was the result of the joint performance of all participants. 

 

Figure 2. Picture of the growing crops scenario.  

Scenario 3: collecting garbage in the sea 

The third scenario was inspired by Piper et al. (2006) and the central space 
consisted of an 8*8 grid representing an ocean with some islands and a harbor 
(Figure 3). As common goal participants were asked to collect with their ship a 
certain amount of randomly distributed garbage items, while avoiding crashing into 
an island. At the end of each level they had to return their ship to the harbor. 
Reaching this goal became more challenging in later levels, since we introduced 
fuel usage (1 unit per movement, restorable through refills) and time constraints 
(limited availability of garbage items, overall time limit). 
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Figure 3. Picture of collecting garbage scenario5. 

The collaborative challenge of the task was that participants had to steer the ship 
together to reach a targeted location since the movement options (their 
competencies) were distributed among them in a complementary way. Indeed, each 
person was given the ability to steer the ship in just two different directions by 
taping on one of the two arrows situated in his/her personal area. The ship would 
then move by one cell per tap in the required direction.  

The resulting consequences of these movement options (see Table 1) were the 
following: First, only six directions were immediately available; second, two 
directions could only be taken via the composition of two other directions 
(allocated to two different persons); and, third, the chosen route could only be taken 
by sequentially operating the different - distributed - steering widgets. 
Consequently, in order to successfully accomplish the task6, participants had to 
agree (ideally after a mutually engaging discussion) on the items to target as well 
as on the route to take, and they had to coordinate their steering actions. 

                                                
5 The wind rose and the surface matrix (on the left side of the picture) are depicted here for the convenience 

of the reader and were not part of the design.  
6 Collecting the required amount of garbage items and returning to the harbor (levels 1-4), without running out 

of fuel (levels 2-4) or time (levels 3-4) and without crashing into an island. 

personal 
area

trash

obstacle: 
island

harbour

fuel gauge
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directions

fuel 
refill

N

E

S

W
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surface 
pattern 
matrix



 

 10 

Exploratory analysis of the three scenarios 

Scenario 1: Damaged spaceship 

The batch of three parcels constituted the central space of the TTI and all the 
participants had visual access to the three regions. Perhaps unsurprisingly, this 
parceled organization of a large part of the tabletop space did not elicit the 
construction of a joint focus in the same way all along. After discussing the task of 
the respective level, participants organized the allocation of the tools 
(competencies) in such a way, that they had at their disposal the requested pair of 
tools providing them with the ability to collect the parts located in the terrain closest 
to them. The terrains being exchanged (by the moderator) after each completed 
level, this interactional work was achieved several times. To get this distribution 
done (see transcript of extract 1 as an exemplary instance), they were mutually 
engaged (all three participants participated equally in the exchange), oriented to a 
shared goal (solving the task efficiently by allocating the terrains to participants), 
described the current problem state (e.g., lines 6 and 8) and were aware of problem-
solving actions (e.g., lines 1, 10 and 12). So, they constructed a shared 
understanding of the problem and established a joint conceptual space (JPS).  

Transcript of extract 1 (17:16-17:53)  
01 P1 we could negotiate and say ((...)) ah Patrick (.)you could focus 

on (.) that ((pointing at list of collectable parts)) 

02 P2 we have to be careful 

03 P1 and you ((pointing at P3)) can focus on that ((pointing at list of 

collectable parts)) and I could 

04 P3 maybe we should focus on the (.) the worlds ((tapping at each 

parcel))  

05 P1 or on the worlds (.) yes 

06 P2 because the problem if you focus on this ((pointing at list of 

collectable parts)) 

07 P1 yea (.) yea 

08 P2 you will not have the right tools 

09 P1 yea 

10 P3 or you need to say oh ((pointing at P1)) please pick it up now 

((pointing at ocean parcel)) 

11 P1 Yes 

12 P2 What we could do (.) we could exchange the tools and everybody is 

closer to his territory because now my territory is there 

((pointing at desert parcel)) 
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However, once this allocation negotiations were concluded, the shared focus 
became less discernible as a visual instantiation. Overall, participants tended to 
focus more on their terrain, and waited for the requested parts to appear and 
retrieved them (Figure 4). After the completion of level 1, one participant made this 
explicitly accountable by saying to the moderator "I was focused on that (pointing 
to forest parcel) because I had these (pointing to her tools) (...) so that was mine 
(laughing)" (Figure 5). Notice that during the activity the participants categorized 
one another with labels such as "forest lady" or "desert space man" thus 
emphasizing the previously established connection between a participant and 
his/her terrain. They, however, continued to monitor each other’s inventories of 
collected items and each other's retrieving attempts to guide their collecting actions. 
This mutual monitoring enabled them to describe the current problem state, for 
example, by calling out "no more screw (.) I have a screw" as a reaction to another’s 
attempt at picking up one too many parts of this kind (which would have resulted 
in failing the level). In this way, they also continued displaying their orientation to 
the shared goal of accomplishing the task together.  

 

Figure 4. Divided visual focus of the participants 

 

00:14:05 min.

P1

P3

P2

P1 & P2: each focus on 
his/her personal area

P3: focus on list of 
collectable parts 
or storage area
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Figure 5. Making terrain-specific adherence accountable 

Level 3 introduced the rule that an extra tool was needed to retrieve a part. Thus, 
most of the times, the competencies of two participants were needed to retrieve the 
requested parts. In response to this new constraint, participants coordinated among 
themselves to mobilize the appropriate tools (see figure 6). P1, with the assistance 
of P2, retrieves the information about the supplementary tool which is needed to 
collect a part from her terrain (lines 1-3), P2 announces that he disposes of it (line 
5) and the two participants jointly retrieve the part via a simultaneous mobilization 
of their respective avatars (lines 6-9).  

 

Figure 6. Simultaneous conduct of simultaneous retrieving action 

Throughout this level until the end, participants remain mutually engaged to 
successfully complete the level and so display their goal orientation; call out what 
tool or part is needed and advise caution, thus, pointing to the problem state; and 
show that they are aware of how to solve the ongoing problems, for example, by 

001 P1 because for the moment I was 
focused on THAT

002 P1 because I said okay I 
have THESE (.) TOOLs 

003 P1 so I can pick up THESE 
things because (.) 
yea (.) so that’s MINE

P2

P3P1

00:16:35 min. 00:16:37 min. 00:16:41 min.

P2

P3

P1

00:21:41 min.

001 P1 what what what (.) I need my glasses ((P1 pulling part-card close to her face to decipher))
002 what’s that ((P1 showing part to P2))
003 P2 showel(.) showel

((P2 reading out  word on part-card, joint group focus on part)) 
004 P1 okay (.) okay I have one ((all checking personal tools in front if them))
005 P2 I can give you a showel
006 P1 so I (.) can (.) take

((P1 & P2 reaching @relevant part with both avatars, joint group focus on part and collection activity))
007 P2 okay
008 P1 I have one (.) I can take
009 P2 okay ((P1 & P2 retraction from collection move))

joint group focus on relevant 
part and pick-up activity

P1 & P2: simultaneous 
conduct of pick-up activity
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announcing that they dispose of the needed tool or by suggesting to take other tools 
from the storage area. 

Scenario 2: Growing crops 

After a trial and error phase (in level 0) participants figure out together the 
appropriate order in which the farming resources have to be used to grow the crops 
successfully (tractor, seeds, water, fertilizer). The discovered procedure, which 
requires the sequential mobilization of the distributed competencies, becomes then 
available and recognized as a shared routinized problem-solving action to 
accomplish the tasks in all the levels. Overall participants establish a joint focus 
oriented at the field where the procedure is being applied, so that they can 
coordinate their actions to place the right farming resources in the right spot at the 
right time (see figure 7). At the end of the last level the procedure is further 
rationalized in the sense that a participant no longer waits until a field is finished 
but immediately moves on to the next one to apply his farming resource. 

 

Figure 7. Joint focus 

A perhaps more elaborate moment of JPS construction occurs, when the 
participants are challenged by new task constraints in level 1 (neighbor fields may 
not contain the same crop) and in level 2 (given amounts of different crops have to 
be harvested). On suggestion of one of the participants the seed bags are used 
during both levels as a planning aid to visualize distribution possibilities without 
actually initiating the procedure (figure 8). In this way potential solutions were 
shared, discussed, agreed upon and then implemented.  

 

 

Figure 8. Mobilizing tangibles for visualization and planning purposes 

00:01:11 min.

P2

P3

P1

00:04:28 min. 00:11:04 min.

00:05:20 min.

P2

P3

P1

system: distribution of seed bags 00:06:47 min.

positioning of the seed bags 
on the fields for visual aid00:06:03 min.deictic pointing and negotiating verbally
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So, again we could witness how mutually engaged participants displayed their 
shared commitment to accomplish the tasks, their collective awareness of the 
challenges of the tasks and of how to tackle them. As in the previous scenario the 
central space is fragmented, but there is no personalized appropriation of the fields 
by the participants. Probably, this is not solicited because the individual 
competencies are not tied to the fields.  

Scenario 3: Collecting garbage in the sea 

During level 0 a situation occurred demonstrating that designers have to give 
special consideration to the allocation and organization of participants' 
competencies. As outlined above, the operation of the steering directions was 
distributed in a complementary way, meaning that the participants had to 
coordinate among themselves to sequentially operate their respective directions to 
reach the previously negotiated destination. Due to the location of the harbor in the 
Southwest (levels 0 and 1), where the ship departed, and the location of most of the 
garbage items in the East, P1 and P3 controlled all the required movements to reach 
the related locations (figure 9). This combination of circumstances solicitated a 
close mutual engagement among P1 and P3 to select a destination and to collectively 
steer for it, but it also solicited a disengagement on the part of P3, who made this 
explicitly accountable (figure 10).  

 

Figure 9. Distribution of steering directions leading to a temporary exclusion of P3 
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Figure 10. Displaying being excluded 

As long as there were no restrictions placed on the length of the route via fuel 
consumption (level 1 and 2), participants rather quickly agreed on the destination 
to target and moved the ship accordingly. During the steering they monitored one 
another’s actions and sometimes prompted the participant, whose turn it was. 
During a spontaneous exchange between two levels, participants pointed out that 
they were instructing one another to do the requested steering, a conduct that was 
made possible through the general visual access to everyone's competency. This 
observation led to the concern that - at least in theory - one person alone could plan 
the trajectories and, all along, instruct the others accordingly. It is very unlikely that 
this organization of conduct would contribute to the establishment of a joint 
problem space. 

Level 2 introduced a new rule (which was maintained for level 3), namely that 
every movement (in any direction) consumed 1 unit of fuel. 20 units were available 
in the ship's fuel tank (visualized through a gauge) and collectable refills (5 units) 
were located in the ocean. In response to these new constraints and in order to 
accomplish the task (shared goal), the participants mutually engaged in long 
planning and discussion phases where they considered various possible routes, 
carefully weighted them, and agreed upon a trajectory. Finally, they carried out the 
latter, while monitoring one another. During these phases, participants described 
the problem state, for example, by highlighting the current fuel limitations and the 
steering restrictions for the route under scrutiny (figure 11), and they displayed their 
awareness of the available problem-solving actions, for example, by pointing to an 
interesting target area containing a high concentration of collectable garbage and 
being in proximity of a fuel refill (figure 12); or by counting and verbalizing the 
steps to test a potential itinerary. 

00:05:09 min.
P1 steering the boat
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Figure 11. Problem-oriented sharing of individual steering options 

 

Figure 12. Highlighting an appropriate destination 

After completing level 2, the participants displayed in an off-scenario 
discussion, that they were aware of these extensive and demanding planning 
phases. Indeed, contrary to the previous scenario, where the seed bags were 
spontaneously used as an organizing tool with regard to the crop-to-field allocation, 
the collecting garbage scenario did not provide an artefact that could be used to 
mediate/facilitate the decision-making process with regard to the best route to take. 

Conclusion 
The implementation and evaluation of paper prototypes in the context of a 
multidisciplinary design workshop was the first design step of an iterative research 
process, that aims at developing and investigating a TTI-mediated joint problem-
solving activity (Sunnen et al., 2018). Although a paper prototyping cannot fully 

00:21:29 min.

P2

P3

P1

P2 showing his steering 
direction by gesture

00:21:31 min. 00:21:34 min.
P1 repeats showing steering
direction of P2  by drawing 
an imagined line with her finger

P3 showing her steering 
direction by gesture

00:20:59 min.

P2

P3

P1

P3 showing and reasoning on
the route’s inter-destination
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simulate a computer interface, with regard to crucial features such as the provision 
of instant feedback and multitouch manipulations7, the results we gained from our 
investigations will provide valuable insights to inform the choice of a scenario and 
the design of the upcoming digital prototypes. 

Through our exploratory analysis we could show that collaborative conduct was 
elicited by all three scenarios. We could further highlight that the design of the task, 
the physical organization of the tabletop space and the distribution of 
complementary competencies have to be considered as intertwined design aspects, 
that are highly consequential on participants' collaborative conduct in TTI-
mediated joint activities. Through the introduction of supplementary constraints, 
the tasks in the different scenarios became more challenging with regard to 
coordination and planning. With regard to the latter, it can be said that the 
requirements increased substantially from the first to the third scenario and solicited 
an appropriate and engaging joint response from the participants. In the first 
scenario ('damaged spaceship'), the additional constraint was implemented through 
a modification of the user competencies which rendered the participants' retrieving 
actions interdependent and synchronous. As we could observe, this entailed mutual 
monitoring and engagement. The second and the third scenario ('growing crops' 
and 'collecting garbage in the sea') required a sequential mobilization of the 
competencies, and solicitated coordination efforts and the establishment of a joint 
focus. The third scenario further teaches us that the complementary competencies 
have to be carefully thought through to elicit mutual engagement among all the 
participants in a balanced way. The organization of the tabletop space was 
particularly 'intriguing' in the first scenario, where the central space was threefold. 
This spatial arrangement, being bound to the competencies, did not facilitate the 
construction of a joint visual focus but did not impede the construction of a shared 
problem space either. The joint visual focus was restored when participants' 
competencies became interdependent. 

A major design challenge is to expand the role of the TTI in the mediational 
framework of the joint problem space to bring forward the added value of the TTI. 
By that we mean that the TTI should become a powerful resource to be embedded 
in and interweaved with participants' joint meaning making processes. This aspect 
became most noticeable during the extended and demanding phases of the last 
scenario. Indeed, the tabletop did not provide the participants with facilitating 
means to keep and display uttered potential solution-oriented steps (for example, a 
hypothetical trajectory). Such a feature would make those contributions available 
for re-integration and transformation in the joint problem-space, thus, supporting a 
crossed backward-forward oriented joint decision-making process regarding the 
actions to take to achieve the shared goal.  

                                                
7 Participants sometimes made this jokingly accountable by saying "the computer is slow" or "it's a single 

processing computer". 
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